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Part 1

Motivation and Basics of Abstract Measure
Theory






CHAPTER 1

Motivating Problems of Measure Theory

1. The Problem of Measurement

A basic (and very old) problem in mathematics is to compute the size (length, area, volume) of
geometric objects. Areas of polygons and circles can be computed by elementary methods. More
complicated regions bounded by continuous curves can be attacked with methods from calculus.
But what about more general subsets of Euclidean space? Does it always make sense to talk about
the (hyper-)volume of a subset of R?? What properties does volume have, and how do we compute
it?

We will consider these general questions as the “problem of measuremen
and discuss some approaches to a solution.
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in Euclidean space

2. Riemann Integration and Jordan Content

A good first attempt at solving the problem of measurement comes from the Riemann theory of
integration. The basic strategy is to approximate general regions by finite collections of boxes (sets
of the form B = Hglzl [a;, b]). For such a box B, we declare the volume to be Vol(B) = H?:l(bi —a;)
and use this to define the volume of more general regions. We will now make this idea rigorous.

DEFINITION 1.1: DARBOUX INTEGRATION

Let B = H?Zl[ai, b;] be a box in R?, and let f : B — R be a bounded function.
o A Darboux partition of B is a family of finite sequences (z; ;)1<i<d,0<j<n; Such that
a; =xip < Ty <--- < Tip, =0b; foreachi e {1,...,d}.

FicUure 1.1. A Darboux partition in dimension d = 2 with
n1 = 4 and ny = 6.

e Given a Darboux partition P = (z; ;)1<i<d,0<j<n; of B, the upper and lower Darboux
sums of f over B are given by
Us(f,P) = > sup f(x) - Vol(B;)

. xEDB;
JEszzl{l::nZ} !




and
Lp(f,P)= >, inf f(z) Vol(By),
JEMe (L}

where B; is the box Hf-l:l[xi,ji_l,xmi], and Vol(Bj) = H?:1(xi,ji — i j,—1) is the
volume of B;.

y/\ y/\
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¥

FIGURE 1.2. Upper (red) and lower (blue) Darboux sums of
a function f over an interval (d = 1).

e The upper and lower Darboux integral of f over B are

Up(f) = inf{Up(f, P) : P is a Darboux partition of B}
and

Lp(f) =sup{Lp(f,P): P is a Darboux partition of B}.

e The function f is Darboux integrable over B if Ug(f) = Lp(f), and their common
value is called the Darbouz integral of f over B and is denoted by [ f(x) de.

PROPOSITION 1.2

A function f is Darboux integrable if and only if it is Riemann integrable. Moreover, the
value of the Darboux integral and the Riemann integral (for a Riemann—Darboux integrable
function) are the same.

A bounded set E C R% is a Jordan measurable set if 1g is Riemann-Darboux integrable
over a box containing E. The Jordan content of a Jordan measurable set E is the value
J(E) = [31g(x) de, where B is any box containing E.

J

Jordan measurable sets include basic geometric objects such as polyhedra, conic sections, regions
bounded by finitely many smooth curves/surfaces, etc.

A set S C R? is a simple set if it is a finite union of boxes S = U?:1 B;.




If the boxes By, ..., B}, are disjoint, then the volume of the simple set S = U§:1 Bj is Vol(S) =

Z§:1 Vol(B;). If some of the boxes intersect, then the volume of S = U§:1 Bj can be computed
using inclusion-exclusion:

k
Vol(S) =Y Vol(Bj) — > Vol(B;,NBj,)+ > Vol(Bj,NBj,NB)—
j=1

1<51<j2<k 1<51<j2<g3<k

This expression is well-defined, since the intersection of two boxes is again a box. A Jordan
measurable set is a set that is “well-approximated” by simple sets, as we will make precise now.

DEFINITION 1.5

For a bounded set E C R¢, define the inner and outer Jordan content by
J(E) =sup{Vol(S) : S C F is a simple set} .
and

J*(E) =inf {Vol(S) : S D E is a simple set} .

I
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FIGURE 1.3. Simple sets approximating the inner (red) and outer Jordan
content (blue) of a region in dimension d = 2. With the red boxes removed
from the blue, we get a simple set covering the boundary (in green).

Let E C R be a bounded set. The following are equivalent:

(i) E is Jordan measurable;

(ii) J«(F) = J*(F) (in which case J(FE) is equal to this same value);
(iii) J*(OFE) = 0.

Proor. We will prove the d = 1 case. The multidimensional case is similar but more notation-
ally cumbersome, so we omit it to avoid additional technical details that would largely obscure
the main ideas.

(i) <= (ii). To establish this equivalence, it suffices to show
Up(1lg) = J*(E) and Lp(lg) = J.(F)
for any box (interval) B D E. Let us prove Ug(1lg) = J*(E).
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Up(lg) < J*(E).

Let € > 0. Then from the definition of the outer Jordan content, there exists a simple set
S C R such that £ C S and Vol(S) < J*(F) +¢. By assumption, B is an interval containing
E, so SN B is also a simple set containing E, and Vol(S N B) < Vol(S) < J*(E) + e.
We may therefore assume without loss of generality that S C B. Write B = [a,b] and
S = [al,bl] U[ag,bz] .- [an,bn] witha <a1 <by <aa <by < - <a, <b, <b. We
define a Darboux partition® P of [a,b] by P = (a:z)fzarl with zg = a, x1 = a1, xo = by, ...,
Top—1 = Ay, Top = by, Tont1 = b. Then since £ C S, we have
2n+1
Up(lg, P) = Z sup  lg(z)- (x; — zi—1)
i—1 Ti-1<T<wg
SO~(alfa)Jrl-(blfa1)+0-(a27b1)+~--+1-(bnfan)+0~(bfbn)
= Vol(S).
Hence, Ug(1g) < Up(1lg, P) < Vol(S) < J*(E) + . This proves the claim.

9Strictly speaking, this may fail to be a Darboux partition, since some of the points are allowed to coincide.
However, the value we compute for Ug(1lg, P) will be the correct value for the partition where we remove
repetitions of the same point.

J*(E) < Up(1g).

Let € > 0. Write B = [a,b]. Then there exists a Darboux partition a = 29 < 1 < -+- <
T, = b such that Up(lg, P) < Up(lg) +e. Let M; = sup,,  <,<,, 1e(x) € {0,1}, and
note that, by definition, Ug(1g, P) = Y ;" Mij(x; — xi—1). Let I C {1,...,n} be the set
I'={1<i<n:M; =1} and let S = {J;c;[zi—1,2;]. Then S is a simple set with length
Vol(S) = > ic;(wi—zi-1) = Up(lg, P). Moreover, E C §, since S is the union of all intervals
that have nonempty intersection with E. Thus, J*(E) < Vol(S) = Up(1g, P) < Up(1lg) +e=.

The identity Lp(1g) = J.(F) is proved similarly.
(ii) <= (iii). It suffices to prove J*(OF) = J*(E) — J.(E). (See Figure 1.3.)

J*(OE) < J*(E) — Ju(E).

Let ¢ > 0. Let S1 be a simple set such that £ C Sy and Vol(S1) < J*(E) + 5. Since S5 is
closed, we have E' C S}. Let Sz be a simple set with Sy C E such that Vol(Sy) > J.(E) — 5.
Note that int(S2) C int(E). Therefore, S = S \int(S2) is a simple set and OF = F\int(E) C
S, so J*(OF) < Vol(S) = Vol(S2) — Vol(S1) < J*(E) — J.(E) +¢. But € was arbitrary, so we
conclude J*(OF) < J*(E) — J.(E).

J*(E) — J.(E) < J*(9E).



Let € > 0, and let S D JF be a simple set with Vol(S) < J*(0F) + 5. Write S = | [, [a;, bj]
with a1 < by < ag < by < -+ < a, < b, Let [a,b] C R such that F C [a,b] and a < a4
and b < b,. For notational convenience, let by = a and a,+1 = b. Let I C {0,...,n} be the
collection of indices i such that (b;, a;+1)NE # 0. For each i € I, we claim that (b;,a;11) C E.
If not, then (b;, a;+1) contains a boundary point of E, but 0F C S, so this is a contradiction.
Thus, S" = U, [0, ai+1] is a simple set with int(S’) C E. Shrinking slightly each interval in
S’, we obtain a simple set

R PR
g [ T T At )
such that S” C E. Moreover, Vol(S”) > Vol(S’) — mm > Vol(S’) — 5. Noting that SUS’

is a simple set containing F, we arrive at the inequality
J(E) — J«(E) < Vol(S U S’") — Vol(S") = Vol(S) + Vol(S") — Vol(S§") < J*(OF) + .
This completes the proof of Theorem 1.6. U

The sets QN [0, 1] and [0,1] \ Q are not Jordan measurable (see Exercise 1.4).

In addition to the above example, there are many other “nice” sets that are not Jordan mea-

surable. There are, for instance, bounded open sets in R that are not Jordan measurable. We will
work out one such example in detail.

The complement U of the fat Cantor set (also known as the Smith—Volterra—Cantor set)
K C [0,1] is Jordan non-measurable. We construct K iteratively, starting from [0, 1], by
removing intervals of length 47" at step n. In other words, at step n, we remove an interval
of length 4" around each rational point with denominator 2".

FIGURE 1.4. Iterative construction of the fat Cantor set.

Let

oo 2™ . :

27 +1 1 27 +1 1

U:UU(Qn-H 9. 4nt+1’ 9n+l +2_4n+1>'
n=0j=1

Then K = [0,1] \ U. The inner Jordan content of U is

oo 2™ . . o) o)

B 2j + 1 1 2j+1 1T\ &, 1 1T& L, 1

J*(U)_ZZLGD<211+1 _2.4n+1’ on+1 +2.4n+1>_22 '4n+1_122 _5'
n=0 j=1 n=0 n=0

However, U = [0,1] (since U contains every rational number whose denominator is a
power of 2), so the outer Jordan content of U is J*(U) = J*([0,1]) = 1.
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3. Limits of Integrable Functions

You may recall from the theory of Riemann integration that uniform limits of Riemann inte-
grable functions are Riemann integrable, and one may in this case interchange the order of taking
limits and computing the integral. More precisely:

Let B be a box in R%. Let (f,)nen be a sequence of Riemann integrable functions on B, and
suppose f, converges uniformly to a function f : B — R. Then f is Riemann integrable,
and

/ f(x) de = lim [ fu(x) dx.
B

n—o0 B

One of the deficiencies of the Riemann—Darboux—Jordan approach to integration and measure-
ment is that pointwise (non-uniform) limits do not share this property.

Enumerate the set QN [0,1] = {q1,q2,...}. Let f,, : [0,1] — [0, 1] be the function
1, ifxed{q, -..,qn
fo(a) :{ {a }

0, otherwise.

Then f, is Riemann integrable and f, — Lgnp,1 pointwise, but L1gnjo 1 is not Riemann
integrable.

Since analysis so often deals with limits, it is desirable to develop a theory of integration
that accommodates pointwise limits. The Lebesgue measure and Lebesgue integral resolve this
shortcoming.

4. The Solution of Lebesgue

The Jordan non-measurable set in Example 1.8 appears to have a sensible notion of “length.”
Indeed, the complement U, being a disjoint union of intervals, could be reasonably assigned as
a “length” the sum of the lengths of the (countably many) intervals of which it is made. This
produces a value of % for the length of U, and so we should take K to also have length %, since
K U U =[0,1] is an interval of length 1. The feature that U is a disjoint union of intervals turns
out to not be any special feature of U at all but instead a general feature of open sets in R.

ProrosiTION 1.11

Let U C R be an open set. Then U can be expressed as a countable disjoint union of open
intervals.

| Proor. Exercise 1.1. |

By Proposition 1.11, it seems reasonable to define the length of an open set U C R as follows.
Write U = (a1,b1) U (a2,b2) U ... as a disjoint union of open intervals, and define its length as
(b1 —a1)+ (bg—ag)+.... Then open sets may play the role that simple sets played in the definition
of the Jordan content, and this leads to the Lebesgue measure.

REMARK. In higher dimensions, Proposition 1.11 needs to be modified, but one can still rea-
sonably talk about the d-dimensional volume of open sets in R%. See Exercises 1.2 and 1.3.
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DEFINITION 1.12

Let E C R4,
e The outer Lebesgue measure of E is the quantity
A (E) =inf {Vol(U) : U D F is open}

(0.0 (o)
= inf ZVOI(BJ') : B1,Bs, ... are boxes, and E C U B;
j=1 j=1

e The set E is Lebesque measurable (with Lebesque measure A(E) = M*(E)) if for
every £ > 0, there exists an open set U C R such that £ C U and \*(U \ E) < e.

PROPOSITION 1.13

If E C RY is Jordan measurable, then E is Lebesgue measurable and J(E) = \(E).

The family of Lebesgue measurable sets is much larger than the family of Jordan measurable
sets. Among the several nice properties of the Lebesgue measure (and abstract measures) that we
will see later in the course are:

ProrosiTION 1.14

(1) If (En)nen are Lebesgue measurable sets, then |J)”, E, and (\,_, E, are Lebesgue
measurable.

(2) If (E,)nen are pairwise disjoint and Lebesgue measurable, then \(| |2, E,) =
¥ M)

(3) If By C By C --- C R? are Lebesgue measurable sets, then (UpZq En) = limgs00 A(ER).

(4) If Ey D Eo D ... are Lebesgue measurable subsets of R? and A(E;) < oo, then
Aol Bn) = limp—y00 A(Er).

5. Applications of Abstract Measure Theory

The mathematical language and tools encompassed in measure theory play a foundational role
in many other areas of mathematics. A highly abbreviated sampling follows.

PROBABILITY THEORY. Measure theory provides the axiomatic foundations of probability theory,
providing rigorous notions of random variables and probabilities of events. Important limit laws
(the law of large numbers and central limit theorem, for example) are phrased mathematically using
measure-theoretic notions of convergence.

FOURIER ANALYSIS. Periodic (say, continuous or Riemann-integrable) functions on the real line

o~

have corresponding Fourier series representations f(z) ~ Y ., f(n)e*™ . The functions e*™"*

are orthonormal, and Parseval’s identity gives ) |j‘?(n)|2 = fol |f(x)|? dz. Given a sequence

(an)nen, one may ask whether ZneZ a,e>™"% ig the Fourier expansion of some function f, and if

o~

so, what properties does f have? Another natural question is whether the series ), f (n)e2mine
actually converges to the function f, and if so, in which sense? Both of these questions are properly
answered in a measure-theoretic framework. If one is interested in decomposing functions defined
on other groups (for instance, on compact abelian groups) into their Fourier series, then one also

9



needs to develop a method of integrating functions on groups in order to compute Fourier coeffi-
cients and make sense of Parseval’s identity.

FUNCTIONAL ANALYSIS AND OPERATOR THEORY. When one studies familiar concepts from linear
algebra in infinite-dimensional spaces, measures become unavoidable for many tasks. For example,
versions of the spectral theorem (generalizing the representation of suitable matrices in terms of
their eigenvalues and eigenvectors) for operators on infinite-dimensional spaces require the abstract
notion of a measure.

ErcGobic THEORY. Ergodic theory was developed to study the long-term statistical behavior of dy-
namical (time-dependent) systems, providing a framework to resolve important problems in physics
related to the “ergodic hypothesis” in thermodynamics and the “stability” of the solar system. It
turns out that the appropriate mathematical formalism for understanding these problems comes
from abstract measure theory.

FracTAL GEOMETRY. Self-similar geometric objects such as the Koch snowflake, Sierpiriski carpet,
and the middle-thirds Cantor set (see Figure 1.5) can be meaningfully assigned a notion of “dimen-
sion” that can take a non-integer value. How does one determine the dimension of a fractal object?
There are several different approaches to dimension, but one of the most popular is the Hausdorff
dimension, which relies on a family of measures that interpolate between the integer-dimensional
Lebesgue measures.

Ficure 1.5. Fractal shapes: the Koch snowflake (left) of Hausdorff dimen-

sion %gég ~ 1.26, Sierpinski carpet (middle) of dimension iggg ~ 1.89, and
middle-thirds Cantor set (right) of dimension %gg?,} ~ 0.63.

Chapter Notes

This introductory chapter is heavily influenced by the book of Tao [10] on measure theory.
Many of the results in this chapter are discussed in greater detail in [10, Section 1.1].

Exercises

1.1 Let U C R be an open set. Show that U can be written as a disjoint union of countably many
open intervals.

1.2 Let U = {(z,9) : 2% + y*> < 1} C R? be the open unit disk. Show that U cannot be expressed
as a disjoint union of countably many open boxes.
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1.3 Let U C R? be an open set. Show that U can be written as a disjoint union of countably many
half-open boxes (i.e., sets of the form B = [[L,[ai, b;)).

1.4 Show that J*(QN[0,1]) = J*([0,1]\ Q) = 1, and J.(Q N [0,1]) = J,([0,1] \ Q) = 0.

1.5 (Area Interpretation of the Riemann Integral) Let [a,b] be an interval and f : [a,b] — [0, 00)
a bounded function. Show that f is Riemann integrable if and only if the set

Er={(z,t):a<x<b,0<t < fx)}

is a Jordan measurable set in R?, in which case

b
| #a) do = (),

1.6 Give an example to show that the statement

N(E)= sup  A(U).
UCE,U open

is false.
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CHAPTER 2

Measure Spaces

1. o-Algebras

Before defining measures, we must determine which subsets of a given set X we would like to
be able to measure. The full set X should be measurable, and we should allow ourselves to perform
the basic set-theoretic operations (complements, unions, and intersections). Allowing finite unions
and intersections produces an algebra of sets. Algebras are a very useful notion, but (as with the
Jordan content discussed in the previous chapter) they are insufficient for appropriately handling
limits. We will therefore upgrade from algebras to o-algebras:

DEFINITION 2.1

Let X be a set. A o-algebra on X is a family B C (X)) of subsets of X with the following
properties:

e X €

e If Be B, then X \ B € B;

o If (By)nen is a countable family of elements of B, then |J,,cn B € B.

REMARK. In the definition of a o-algebra, we have made no explicit mention of intersec-
tions. However, by De Morgan’s laws, we can also generate the countable intersection of sets:

mnEN B, =X\ (UneN(X \ Bn))

Some examples of o-algebras include the following:
e For any set X, the power set #(X) is a o-algebra, as is the pair {0, X }.
e The family B = {B C R : either B or R\ B is countable} of countable and co-
countable subsets of R is a g-algebra.
e Unions of unit-length intervals in R form a o-algebra B = {{J,cg[n,n+1) : S C Z}.

PROPOSITION 2.3

Suppose (B;)icr is a family of o-algebras on X. Then (,c; B; is a o-algebra.

PROOF. Let B = ;¢ Bi.

For every i € I, we have X € B;, so X € B.

Suppose B € B. Then B € B; for every i € I, so X \ B € B; for every i € I. Hence,
X\ BeB.

Let (Bp)nen be a countable family of sets in B. For each i € I, the sets (B),)nen belong to
B;, so U,en Bn € Bi. Therefore, |, Bn € B. O

13



The o-algebra generated by a family S C P(X) is the smallest o-algebra containing S,
denoted by o(S).

REMARK. Note that o(S) is well-defined by Proposition 2.3:
a(S) = ﬂ{B : B is a o-algebra on X,S C B}.

In topological spaces (such as the real line), we will often consider the o-algebra generated by
the topology.

Let (X, 7) be a topological space. The Borel o-algebra is the o-algebra generated by the
open subsets of X, i.e. Borel(X) = o(7).

Borel sets can be placed in a hierarchy in terms of their level of complexity. At the simplest
level are the open (G) and closed (F') sets. Next come countable intersections of open sets (Gs
sets) and countable unions of closed sets (F, sets) and so on.

E?ZGLH%ZG(;L)E%ZG&TL)HO:G(;M; U U}Eg m}
IC U IC N IC U IC N N IC U

~

M=F —=¥)=F, — I} =F,s — %= F,s,

F1GURE 2.1. The Borel hierarchy for subsets of a topological space.

The placement of a (Borel) set within the Borel hierarchy is a useful notion of “complexity”
for sets. Intuitively speaking, if a set is lower down in the Borel hierarchy, then it is in some sense
easier to define than a set higher up the hierarchy. Determining where sets occur in the Borel
hierarchy (or if they are Borel at all) is a common theme in an area of mathematical logic known as
descriptive set theory. We will largely not concern ourselves with such problems in this course, but
some suggested additional reading appears at the end of this chapter for those who are interested.

In our development of the abstract theory of measures (where we may not even have a topology
to work with), our object of study will be arbitrary sets X equipped with a o-algebra.

A measurable space is a pair (X, B), where X is a set and B is a o-algebra on X. Elements
of the g-algebra B are called measurable sets.

2. Measurable Functions

Recall that a function f : X — Y from one topological space to another is continuous if the
preimage of every open set in Y is open in X. Measurable functions are defined analogously, but
with “open” replaced by “measurable.”

14



Let (X, B) and (Y,C) be measurable spaces. A function f : X — Y is measurable if for every
C € C, one has f~1(C) € B.

Some basic properties of measurable functions that will be used frequently are as follows:

PROPOSITION 2.8

(1) Let (X, B), (Y,C), and (Z, D) be measurable spaces. Let f: X - Y and g:Y — Z be
measurable functions. Then go f: X — Z is measurable.

(2) Let (X, B) and (Y,C) be measurable spaces, and let f : X — Y. Suppose S C Z(Y) is a
family of sets such that o(S) = C. If f~1(S) € B for every S € S, then f is a measurable
function.

(3) Suppose X and Y are topological spaces and B = Borel(X) and C = Borel(Y') are the
Borel o-algebras on X and Y respectively. Then every continuous function f: X — Y
is measurable.

PROOF. (1) Let D € D. Since g is measurable, we have C = g~'(D) € C. Then since f is
measurable, B = f~1(C) € B. But B= f~Y(g7 (D)) = (go f)"1(D), so g o f is measurable.

(2) Let F ={E CY : fY(E) € B}. We claim that F is a o-algebra. Then since S C F,
we conclude that C = o(S) C F, so f is measurable. Let us now prove the claim:
e YY) =X€B,soY €F.
e Suppose E € F. Then f ' (Y\E)=X\f YE)eB,soY\ E € F.
—

eB
e Suppose Ey, Es,--- € F, and let E = |J,,cy En. Then

—1 _ —1
FHE) = £ (B €B,

neN B
so e F.
This proves that F is a o-algebra on Y.
(3) This follows from (1) by taking S to be the collection of open sets in Y. O

3. The Extended Real Numbers and Extended Real-Valued Functions

One obtains an important class of measurable functions when one considers functions defined
on a measurable space taking real values. For many applications and in order to account more
fully for limits of functions, it is often convenient to work with the slightly more general concept
of extended real-valued functions.

The extended real numbers are the set [—o00, 0o] = RU{o0, —oo} with the following topological
and algebraic properties:

e The topology on [—o0, 0] is generated by open intervals (a,b) with a,b € R and

sets of the form (a, o0] = (a,00) U{oo} and [—00,b) = (—o00,b) U{—00} for a,b € R.
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e Addition is extended as a commutative operation with co +x = co and —oo + & =
—oo for real numbers x € R. For addition of two infinite quantities, we define
00 4+ 00 = 00 and —o0 + (—00) = —oo. However, —oco + oo is undefined.

e Multiplication is also extended as a commutative operation with the properties

€(0,0) = co-xz=00 and —00 T = —00;
z € (—00,0) = oc0-z=-00 and —o00-T=00.
By convention, we define oo - 0 = —o0 - 0 = 0. Multiplication of infinities is defined
by 0000 = (—00) - (—00) = 00, and —00 - 00 = —00.

The topology we have defined on [—o0, 00] is the two-point compactification of R. You will check
in the exercises (Exercise 2.5) that [—o00, 00] is indeed a compact space (that is homeomorphic to a
closed interval, say [0,1]). The algebraic operations on [—oo, oo| are all as one would expect, with
one exception: oo - 0 is often considered as an “indeterminate form”, but here we have given it a
definite value of 0. The reason for this convention is the following proposition, which you will also
prove in the exercises:

ProrosiTiON 2.10

Let (xn)nen be a sequence in [—o0, 00|, and let ¢ € R. If (z,,)nen converges to an extended
real number, then the sequence (czy,)nen also converges, and

T}Lr{:o(cxn) =c- nlLIEO Ty (2.1)

Proor. Exercise 2.6. O

In order to have the desirable property (2.1), one has no choice but to define co -0 = 0: by
taking the sequence x,, = n, we have
0-00=0- lim n= lim (0-n) =0.
n—oo n— o0

WARNING: Property (2.1) does not hold for ¢ € {co, —o0}, as can be seen by taking a sequence
(zn)nen that converges to 0.

We say that an extended real-valued function f : X — [—o00,00] defined on a measurable
space (X, B) is B-measurable (or simply measurable) if it is measurable as a function between the
measurable spaces (X, B) and ([—o0, 00|, Borel([—o00, o0])). Since we will always take the same o-
algebra on [—o00, 00|, we omit explicit reference to the Borel o-algebra when discussing measurable
extended real-valued functions.

PROPOSITION 2.11

t (X, B) be a measurable space.

(1) Let f X — [—00,00]. The following are equivalent:
) f is measurable;
) for every c € R, f~ (( x)) €
) for every c € R, f~ ([ x)) €
(d) for every c € R, f~1([—o0,¢)) € B
(e) for every c € R, f~1([~o0,c]) € B.
(2) Suppose (fn)nen is a sequence of measurable functions from X to [—o00, cc]. The following
functions are also measurable:

(a
(b
(c
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(a) suppen fn;
aﬁ infpen fr;
(c) limsup,,_, fn;
(d) liminf, oo fr.
(3) Suppose f,g: X — R are measurable functions. Then f + g and f - g are measurable.

NoOTATION. For convenience, we will often write sets of the form f~!((c,00]) as {f > ¢} and
similarly for {f > ¢}, {f < ¢}, and {f < c}.

PROOF OF PROPOSITION 2.11. (1) By Proposition 2.8(2), it suffices to check that each of the
relevant collections of intervals generates the Borel o-algebra on [—o0, co]. Let us show that the
collection of intervals (¢, o] for ¢ € R generates the Borel o-algebra. All of the other proofs are
similar, so we omit them.

Let & = {(c,00] : ¢ € R}. Note that every element of S is open in [—o0,00], so o(S) C
Borel([—o00,o0]). On the other hand, we can write (a,b] = (a,00] \ (b,o0] for a,b € R,a < b.
Every open set in R is a countable (disjoint) union of such intervals, so every open subset of R
is contained in o(S). We obtain the additional open sets in [—o00, oo] from the rays (c,o0] € S

" —o0,0) = | J [—oo,c— :L] oy ([—oo,oo]\ <c— TllooD € o(S).

neN neN
Thus, Borel([—o00, 00]) C o(S).

(2) We will use (1).

(a) Let f = sup,ey fn- Note that {f > ¢} = U,en{fn > ¢}. Each of the sets {f, > ¢}
belongs to B, so {f > ¢} € B.

(b) Similarly to (a), letting f = inf,en fn, we may express {f < ¢} = U,en {fn < c} € B.

B
€

(c) Recall that limsup,, ., fn = infrensup,,>y frn, so measurability of limsup,,_,, fn follows
from (a) and (b).

(d) Similar to (c): liminf, o fr, = supgen infy>k fo-

(3) Let A : R? - R and M : R?> — R be the maps A(z,y) = = +y and M(z,y) =
xy. Both of the maps A and M are continuous and therefore (Borel) measurable. Moreover,
(f+9)(x)=A(f(x),g(x)) and (f-g)(x) = M(f(x),g(x)). Since the composition of measurable
maps is measurable (see Proposition 2.8(1)), it suffices to prove h : = — (f(z),g(z)) is a
measurable function from X to R2. By Proposition 2.8(2), we only need to check preimages of
sets generating the Borel o-algebra on R2. For convenience, we will take the boxes [a, b) x [c, d)
(the first homework problem was to show that every open set in R? is a countable (disjoint)
union of such boxes, so they generate the Borel o-algebra). Observe that

W4 ([a,b) x [e,d)) = f([a,0)) N g™ ([e;d)) € B,

since f and g are measurable, so h is indeed a measurable function. U

Let (X, B) be a measurable space and E C X. The function 1g is measurable if and only if
EeB.
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4. Measures

We are now prepared to define measures on abstract measurable spaces.

DEFINITION 2.13
Let (X, B) be a measurable space. A measure on (X, B) is a function u : B — [0, 00] such

that

o () =0
e COUNTABLE ADDITIVITY: for any sequence (E,),cn of pairwise disjoint elements of

B, one has p (| ,en En) = 3 pen #(En)-
The triple (X, B, ) is called a measure space.

J

Nontrivial examples of measures take some effort to construct, and we will spend significant
portions of the course discussing different methods for constructing interesting measures. However,
there are a few immediate examples that do not require complicated constructions.

Examples of measures include:
e For any set X, the counting measure is a measure defined on the o-algebra & (X)

by pw(E) = |E| if E is a finite set and u(F) = oo if F is an infinite set.
e Given a point z € X, the Dirac measure defined on &(X) is the measure 6, (E) = 1

ifxre Fand 6,(F)=0ifz ¢ E.
We will use the following basic properties of measures frequently throughout this course:

PROPOSITION 2.15

Let (X, B, ;1) be a measure space.
(1) MmONOTONICITY: For any A, B € B, if A C B, then p(A) < u(B).
(2) COUNTABLE SUB-ADDITIVITY: For any sequence (Ep,)nen in B,

p (U En) <Y wEn).

neN neN
(3) CONTINUITY FROM BELOW: If Fy C E5 C --- € B, then

2 (l\J<Eh> ::JEEON(E%)'
neN
(4) CONTINUITY FROM ABOVE: If E1 D Ey O --- € B and u(E;) < oo, then

1 (ﬂ E) = lim pi(Ey).

neN

Proor. (1) Write B = AU (B\ A). Then u(B) = pu(A) + u(B\ A) > u(A), since p takes

nonnegative values.
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(2) Define a new sequence of sets E!, by F{ = Ey and E!, = E,, \U” ! Ej for n > 2. Then

the sets (E},)nen are pairwise disjoint and satisfy E;, C E, and | |,y Ey, UneN E,,. Therefore,
1 (U En) =u <|_| E;) => u(E) <Y ulE,
neN neN neN neN

where in the last step we have applied monotonicity of p (property (1)).

3) Let £/ = Fy and E! = E,,\ E,,_1 for n > 2. For convenience, we will set Ey = () so that
1 n
we also have E] = E; \ Ey. Then

M(L}m)zu(LM%)=§jma»@§jwwm—uw¢o>@ﬁg&maﬂ

neN neN neN neN
The step (%) uses additivity of p, and (**) comes from the telescoping of the sum.

(4) Define a new sequence A, = E1 \ E,. Then { = A; C A3 C ..., so

(UA>—£$<%>

neN
by (3). But U,,eny An = E1 \ Npen Ens 50

p(Er) — p (ﬂ En) = (U An> = lim p(An) = p(Er) — lim p(Ey),

neN neN
whence we deduce that (4) holds, since p(E7) < 0. O

Property (4) may fail if u(F
measure. Let F, = {m € N:
SO

oo Let X = N, B = Z(N), and let p be the counting
n}. Then p(E,) = oo for every n € N, but (. En =0,

1)
( >:07éoo: lim p(Ey).

>

n—oo

Chapter Notes

The content of this chapter is common to every text on abstract measure theory, though the
order of presentation differs. We have elected to follow more or less the order of presentation from
Rudin’s Real and Complex Analysis [7, Chapter 1]. Alternative presentations can be found in [2,
Sections 1.2, 1.3, and 2.1], and [10, Section 1.4].

Introductory texts on measure theory tend not to give much treatment to the Borel hierarchy
or other topics in descriptive set theory (and we will also not expand on such topics within these
lecture notes). Those interested in learning more can take a look at the book of Kechris [4] and/or
the lecture notes of Tserunyan [11], which draw quite heavily on [4].

Exercises

2.1 Let X be a set. A family of subsets S C Z(X) is a semi-algebra if
e ). X eS;

e if A BeS,then ANB e S;

e if A,BeS, then A\ B=|]",C; for some C1,...,C, € S.
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Show that if S is a semi-algebra, then the algebra generated by S is

A(S):{OAi:nGN,AiGS}.

i=1
Can |J be replaced by | |?
2.2 Suppose B is an infinite o-algebra (on an infinite set X).

(a) Show that B contains an infinite sequence (E,,),en of pairwise disjoint sets.
(b) Deduce that B has at least the cardinality of the continuum.

2.3 Prove that the following sets are Borel sets in R:
(a) The set of points of continuity

Cy ={x € R: f is continuous at z}

for an arbitrary function f : R — R.
(b) The set of points of convergence

Conv = {zx € R: lim f,(x) exists}
n—oo
for an arbitrary sequence of continuous functions f, : R — R.

2.4 Let X,Y besets and f: X — Y any function.

(a) Prove that if C C 2(Y) is a o-algebra on Y, then B = {f~1(C) : C € C} is a o-algebra on X.
(b) Prove that for any family of sets S C Z(Y), we have o(f~1(S)) = f~1(c(S)).

2.5 Prove that the extended real line [—00, 0o] is homeomorphic to the closed unit interval [0, 1].

2.6 Prove Proposition 2.10.

2.7 Let (X, B) be a measurable space, and let p : B — [0,00]. Prove that p is a measure if and
only if it satisfies the following three properties:

o () =0
e FINITE ADDITIVITY: for any disjoint sets A, B € B,

u(AU B) = pu(A) + p(B);
e CONTINUITY FROM BELOW: if F; C Fy C --- € B, then
H (U En> = nh_)Holoﬂ(En)
neN

2.8 Let (X,B,u) be a finite measure space, and let A C #(X) be an algebra on X such that
o(A) = B. Show that for every B € BB and every € > 0, there exists A € A such that u(AAB) < e.

2.9 Prove the Borel-Cantelli lemma: if (A, )nen is a family of measurable subsets of a measure
space (X, B,p) and Y #(A,) < oo, then

u({z € X : x € A, for infinitely many n € N}) = 0.
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CHAPTER 3

Integration Against a Measure

Our next task is to develop an integration theory for integrating measurable functions on
abstract measure spaces. In the Riemann-Darboux approach to integration, we approximate a
function f : [a,b] — [0,00) by step functions, for which we can easily define the integral. For the
Lebesgue theory of integration, we will use a similar idea but with a more general class of functions:
so-called simple functions.

1. Integration of Simple Functions

Let (X, B) be a measurable space. A simple function is a measurable function s : X — C
taking only finitely many values.

Partitioning X into finitely many pieces corresponding to the values of a simple function s, we
may write simple functions as linear combinations of indicator functions of measurable sets. That
is, s = 2?21 ¢j1p; for some numbers ¢; € C and measurable sets Ej € B. Given a measure 4 on
(X, B), we define the integral of a simple function in the obvious way. To avoid issues with adding
and subtracting infinities, we will deal for now only with nonnegative functions.

DEFINITION 3.2

Let (X, B, 1) be a measure space and s : X — [0, 00) a simple function. Write s = Z?Zl cilE;
with ¢; > 0 and E; € B. The integral of s with respect to u is given by

/ s du = Zc]u

PROPOSITION 3.3

The integral of a nonnegative simple function is well-defined. That is, the value of the integral
of a simple function s does not depend on the representation of s as a linear combination of
indicator functions of measurable sets.

PROOF. Suppose s = Z] 1¢1E;. Let a, ..., ay, be the finite collection of values taken by s, and
let Ay = {s =ay} for k =1,...,m. Then the sets Ai, ..., Ay partition X, and s = ;" | ayla,.
We will show >0, cju(E ) Zk 1 arp(Ag).

Define a new collection of sets £y = (;c; E; \ U;¢; £j for J C {1,...,n}. In other words,
x € E'; means that € Ej; if and only if j € J. This defines a partition of X. Note that the
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value of s on the set £} is ¢/, = 3. ; ¢;. We can therefore relate the sets £} to the sets Ay by
Ay = |_| E.
JC{1,...,n},c;=ay
Then on the one hand,

Z ar(Ar) Z Yoo wEN= > duE).
k=1 JC{1,...,n},c;=ay JCA{1,...,n}
On the other hand,

n

> () = ¢ WEN = > Y guE)= > dulE)).
j=1

=1 {j}CJC{1,...n} JC{1,..n} jEJ JC{1,..n}

This completes the proof. O

We used a particular representation of a simple function in the previous proof that will continue
to be convenient to work with. Say that Z" 1¢j1g; is the standard representation of a simple
function s if s = Z] 1¢1g;, and the sets Ey,..., E, partition X (that is, they are pairwise
disjoint and their union is X).

PROPOSITION 3.4

Let (X, B, i) be a measure space, let s,t : X — [0,00) be simple functions, and let ¢ € R,
¢ > 0. Then

) Jxesdu=c- [ysdy

2) [x(s+t)du= [ysdu+ [yt dy
(3) if s <t, then [y sdu < [yt du.

PROOF. (1) Let s = Y 7 ¢jlp;. Then cs = > 1 (ccj)1E;, so

n n

/X cs du = Z(CCj)u(Ej) =c- ;Cju(Ej) =c- /X s dpu.

=1

For (2) and (3), it will be helpful to work with the standard representation, so let s =
2?21 cjlp, and t = Y7 dilp, be the standard representations. Define sets A;, = E; N Fy,
for je{1,...,n} and k € {1,...,m}. Then E; = |;'; A;; and F}, = L]?Zl Aj.

(2) The function s + ¢ takes the value cj +dj on Aj, so

/X(SH)du:Z(Cﬁdk ;Caz::u ik +de2u jk) /sd;H/Xtdu-

o
J H/—/
n(E;) w(Fr)

(8) By assumption, if A;j # 0, then ¢; < di. Thus,

n

/ sdp =Y cju(By) =Y cju(Ajr) <D dip(Ajr) = dip(Fr) = / t dp.
X k=1 X

Jj=1 ak ak
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Let (X, B, 1) be a measure space, s : X — [0,00) a simple function, and F € B a measurable
set. The integral of s with respect to u over E is given by

/sdu—/s-ﬂEd,u.
E e

Note that if s is simple, then s - 1 is also simple, so the above definition makes sense.

PROPOSITION 3.6

Let (X, B, ;1) be a measure space, and let s : X — [0,00) be a simple function. Then

v(E) :/Es dp

defines a measure on (X, B).

PRrROOF. Note that s- 1y = 0, so v(0) = 0. Suppose (Ey)nen is a pairwise disjoint family of
measurable sets, and let £ = | |, . Ey. Write s = Z;”zl ajls,. Then s-1p = Z;’;l a;jla;nE,
SO .
v(E) = Zaj,u(Aj NE)= Zaj,u(Aj NnE,) = Z/ s-1p, du= Z v(Ey).
j=1 jn neN’X neN
Note that the sum over n is an infinite sum so reordering requires some justification. Fortunately,

all of the values a;p(A;NE,) are nonnegative, so the sum can be computed in any order without
O

changing the value.

2. Integration of Nonnegative Measurable Functions

We now want to extend the definition of the integral against a measure to all nonnegative
measurable functions. The next proposition shows that simple functions are a sufficiently general

class to approximate arbitrary measurable functions.

PRrROPOSITION 3.7

Let (X, B) be a measurable space, and let f : X — [0, o] be measurable. Then there exists a
sequence (8, )nen of simple functions such that 0 < s; < s9 <--- < f, and s,, — f pointwise.

PRrOOF. For n € N, define
su(z) = &, if & < flz) < S anda<n-2m
T A n, i f(z) >
O

It is therefore reasonable to define the integral of an arbitrary nonnegative measurable function

as follows.
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DEFINITION 3.8

Let (X,B, ) be a measure space, and let f : X — [0,00] be measurable. We define the
integral of f with respect to u as

/ fd,u:sup{/ Sdu:ssimpleandogsgf}.
X X
Given a measurable set E € B, the integral of f with respect to . over F is defined by

/Efdu—/xf-JlEdu-

One may object at this point and suggest an alternative definition. Since f : X — [0, 00| can
be obtained as f = lim,,_, s, for an increasing sequence of simple functions 0 < s1 < s9 < ...,
why not define [y f dp = lim, o0 [y Sn du? As we will see shortly, this is in fact an equivalent
definition that is extremely useful for many applications. However, as a definition, it has two
serious defects: why should the limit exist? and why should the value be the same for all possible
approximations by simple functions? This is why we prefer Definition 3.8 above (and why this is
the standard definition across measure theory textbooks).

PROPOSITION 3.9

Let (X, B, 1) be a measure space, and let f,g: X — [0, 00| be measurable. If f < g, then
[ ran< [ gan
X X

ProOF. It suffices to observe {s simple function : 0 < s < f} C {s simple function : 0 < s <

g}

O

THEOREM 3.10: MONOTONE CONVERGENCE THEOREM

Let (fn)nen be a sequence of measurable functions 0 < f1 < fo < ..., and let f = lim, o0 fn.
Then
fdp= lim / fn du.
/)Y( n—oo X

REMARK. Note that a consequence of the monotone convergence theorem is that [ < J dp can
be computed by taking a sequence of simple functions 0 < s7 < s9 < --- — f and computing

limy o0 [y Sn dpt.

PrOOF OF MONOTONE CONVERGENCE THEOREM. First, f is a measurable function by Proposi-
tion 2.11. By monotonicity of the integral (Proposition 3.9), the sequence | « Jn dp is increasing,
so limy,, 00 f < Jn dp = sup, ey f  Jn dp € [0, o0] exists as an extended real number. Moreover,

[ gdn= [ gan
X n—0o0 X

since the inequality holds for each n € N. Therefore, it suffices to show

/fduﬁmn/JhW-
X n—oo X

If limy, o0 fX fn du = oo, there is nothing to prove, so assume lim,, o fX fn dp < o0.
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Let ¢ < 1. Let s : X — [0,00) be a simple function, 0 < s < f. For n € N, let E,, = {f, >
cs}. Then By C By C ... and X = [,y En- By Proposition 3.6, let v : B — [0,00] be the
measure v(E) = [, s du. We have

c-/Xsd,u:cw(X)

=c- lim v(E,) (continuity from below)
n—oo
= lim c¢-v(E),) (Proposition 2.10)
n—oo
= lim cs du (Proposition 3.4)
< lim fn du (monotonicity).
n—oo X

Taking a supremum over all such simple functions, we conclude

c-/ fdp < lim / fn dp.
X n—oo X
Letting ¢ — 1 yields the desired result. O

ProrosITION 3.11

Let (X, B, 1) be a measure space, and let f,g : X — [0, 00] be measurable functions. Let
c € [0,00).

(1) [xef du=c- [y f dp.

2) [x(f+9)du= [y fdu+ [xgdn

ProOF. (1) This follows quickly from the definition of the integral and Proposition 3.4.

(2) We use the monotone convergence theorem. Let 0 < s; <'s,, < --- < f with s, — f and
0<t1 <ty <---<gwitht, =g Then0<s1+t; <S94+t <---< f+gands,+t, = f+g.
Thus,

[+ dn=tim [ (50 t) dn (vMCT)
X n—oo X
= nh_}ngo . Sn dp + nh_)rglo /X tn du (Proposition 3.4)
:/fdu+/gdu (MCT).
X X

]

THEOREM 3.12

Let (X, B, i) be a measure space, and let (f,)nen be a sequence of nonnegative measurable
functions, f,, : X — [0, 00]. Then

/X(nilfn) duznil/xfn dp.
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Proor. We have

n=1 n=1
N
= Jm | (; fn> dp (MCT)
N
= Nhinoo; /X fr dp (additivity of the integral)

THEOREM 3.13: FATOU’S LEMMA

Let (X, B, ) be a measure space. Let (fn)nen be a sequence of measurable functions, f, :
X — [0,00]. Then

/ liminf f,, dp < lim inf/ fn du.
X n—o0 X

n—oo

ProOF. Let f =liminf, .o fn. Define Fiy = inf,,>n fr. Then 0 < Fy < F, < ... and Fy — f.
Therefore,

/ fdp= lim / Fy du (MCT)
X N—o0 X
< T . .
< A}gnoo nlgv /X fn du (monotonicity of the integral)
= l}\l}l)lilof/xfn dyt.

3. Integration of Real and Complex-Valued Functions

The method for integrating real and complex-valued functions involves decomposing these func-
tions as linear combinations of nonnegative functions. An important observation is that such a
decomposition can be done in a measurable way.

Let X be a set and f : X — [—00,00]. The positive part f* and negative part f~ of f are
defined by

T = max{f,0} and f~ = max{—f,0}.

Note that f = f* — f~ and |f| = f* + f~. Moreover, if (X, B) is a measurable space and
f: X — [—00,00] is measurable, then f* and f~ are measurable by Proposition 2.11.
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DEFINITION 3.15

Let (X, B, 1) be a measure space.
e An extended real-valued measurable function f: X — [—o0,00] is integrable if

1 dn <o
X
In this case, the integral of f is defined by

/deu—/xﬁdu—/xf_du-

e A complex-valued measurable function f : X — C is integrable if

[\l dn <
X
and the integral of f is defined by

/de“:/XRe(f) du+z'/X1m(f) i,

e Given a measurable set £ € B, a measurable function f taking extended real or
complex values is integrable over E if f-1g is integrable, and the integral of [ over

E is
/Efduz/xf-JlEd#-

REMARK. By monotonicity of the integral (Proposition 3.9), if a function is integrable, then it
is also integrable over every measurable subset of X.

4. Integral Identities and Inequalities

PROPOSITION 3.16: TRIANGLE INEQUALITY FOR THE INTEGRAL

Suppose (X, B, i) is a measure space and f : X — C is an integrable function. Then

/deu‘é/x\f\ dp.

Proor. First, suppose f is real-valued. Then by the triangle inequality and linearity,

/deu /)(f*du—/xfdu S/Xf+du+/xfdu—/xyfydﬂ.

Now suppose f is complex-valued. Let A € C with [A\| = 1 such that | [, f du| = X [ f dp.

Then
‘/deu'ZRe</X/\fdu>=/XRe(Af) du</XyRe(>\f), du</x|f| dyi.

PROPOSITION 3.17: LINEARITY OF THE INTEGRAL

Let (X, B, ) be a measure space. Let f,g: X — C be integrable functions, and let ¢ € C.
Then

(1) f+ g is integrable, and [ (f+g) du= [y f du+ [ g dp.
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(2) cf is integrable, and [y ¢f du=c [y f dp.

PRrOOF. (1) First, by the triangle inequality, we have |f + g| < |f| + |g|- Therefore,

[1s+aan2 [ asi+1ab '™ [ iriau+ [ ol dp <o

In step (), we have used monotonicity of the integral (Proposition 3.9), and in (xx*), we have
used additivity (Proposition 3.11).

Decomposing f and ¢ into their real and imaginary parts, it suffices to prove the identity
Jx(f+9) du = [ f du+ [y g du for real-valued functions f and g. Let h = f + g. Then
h=ht—h" = ft—f~ 4+ g7 — ¢ . This can be rearranged to the identity h™ + f~ + ¢~ =
h™+ fT+g". Then using additivity of the integral for nonnegative functions (Proposition 3.11),

we have
/h+du+/f_ du+/g_ du:/(h++f_+g_)d,u
X X X X

= / (W™ +f"+g") du (3.1)
X
:/ h_du—i—/ f+du+/g+d,u.
X X X
Rearranging again,
/ (f +9) du :/ h* dp —/ h™ dp (Definition 3.15)
X X X
=/f+du—/f‘du+/g+du—/g_d# (by (3.1))
X X X X
:/ f d,qu/ g dp (Definition 3.15)
X X

(2) Note that |cf| = |¢||f], so

Jotertdn= [ 1elit @ el [ 101 au <o,

where () follows from Proposition 3.11. Hence, cf is integrable.
For computing the integral of cf, we consider several different cases.

CAasE 1. ¢>0 ]

/chdu:c/deu

by Proposition 3.11. The identity follows for a general complex-valued function f by decom-

posing f = (Re (Nt - Re(f)_) +1 (Im ()t —Im (f)_).

When f is nonnegative, we have

CASE 2. ¢= -1 ]
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For real-valued f: X — R, we use the identities (—f)" = f~ and (—f)~ = f* to obtain

/X(—f)du=/xf‘du—/Xﬁdu:—/deu.

Complex-valued functions can be handled by decomposing into real and imaginary parts.

r CASE 3. c=1 ]
Noting that Re (if) = —Im (f) and Im (if) = Re (f), we have
/ if d,uz/(—Im(f)) d,u—l—i/ Re (f) du (Definition 3.15)
X X X
:—/ Im (f) d}t—i—i/ Re(f) du (Case 2)
X X
:Z</ Re (f) du-l—i/ Im (f) du)
X b's
= z/ fdu (Definition 3.15)
X
r CASE 4. ce R ]

Combine Case 1 and Case 2.

CASE 5. ce C ]

Write ¢ = a + ib with a,b € R. Then

/ch duz/X(afﬂ'bf) dp

:/ af dﬂ—i—/ ibf du (by (1))

X X

=/ af du—i—i/ bf du (Case 3)
X X

:a/deu—H'b/deu (Case 4)

:c/de,u.

Let (X, B, 1) be a measure space, and denote by L!(x) the set of integrable functions. Propo-
sition 3.17 shows that L'(y) is a (complex) vector space. Moreover, in the course of the proof, we

showed
/|cf| du=|c|/ fldp  and /|f+g| duS/ f du+/ 9] d.
X X X X X

In other words, if we let
181 = [ 161 dn,
X
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then ||-||, defines a seminorm on the vector space of integrable functions on (X, B, i).

DEFINITION 3.18

Let V be a real or complex vector space. A function ||-|| : V' — [0,00) is a seminorm if it
satisfies:

e TRIANGLE INEQUALITY: |lu+ v|| < |lu|| + ||v] for all u,v € V, and

e ABSOLUTE HOMOGENEITY: |lcv|| = |¢|||v]| for all v € V and all scalars c.

A seminorm is a norm if it satisfies the additional property
e POSITIVE DEFINITE: if v € V and |jv|| =0, then v = 0.

The seminorm |-||; on the space of integrable functions may not be a norm in general, but
a small modification will turn it into a norm. This will be discussed in greater detail later in
the course, in the context of so-called LP spaces. One of the important ingredients is a deeper
understanding of null sets, which we will discuss now.

5. Sets of Measure Zero

Let (X, B, ;1) be a measure space.
e A measurable set N € B is a null set if u(N) = 0.
o We say that a property holds almost everywhere if there exists a null set N € B
such that the property holds for every point x € X \ N.

REMARK. An easy consequence of countable additivity and monotonicity of measures is that
the family A of null sets forms a o-ideal of B:

e e N;

o if Ac N and B € B with B C A, then B € N; and

o if (Ny)nen is a countable family of null sets, then J, .y Nn € N.

NOTATION. The phrases “almost everywhere” or “almost every” are often abbreviated by a.e.
or u-a.e. if the measure needs to be specified. In a statement of the form “Property P holds
a.e.,” we interpret a.e. as “almost everywhere.” For a statement of the form “Property P holds
for a.e. x € X7 we read a.e. as “almost every,” and the meaning is the same as in the previous

example statement.

Null sets naturally arise and play an important role in integration theory. Some examples are
provided by the next three propositions.

PROPOSITION 3.20

Let (X, B, 1) be a measure space. Suppose f : X — [—00, 00| is an integrable function. Then
f(z) e R for p-ae. z € X.

PrROOF. Let N ={zx e R: |f(z
of the integral (Proposition 3.9

= oo0}. We want to show that N is a null set. By monotonicity

)
)
/lel duZ/lel dji = 00 - u(V).
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On the other hand, by integrability of f,

[ 11 < o
X
Thus, co - u(N) < oo, so u(N) = 0. O

COROLLARY 3.21: BOREL-CANTELLI LEMMA

Let (X, B, ) be a measure space. Suppose (FEj,)nen is a sequence of measurable sets and
>0 L u(Ey) < co. Then

uw({z € X : z € E, for infinitely many n € N}) = 0.

PROOF. One possible proof uses continuity from above and was given in the exercises (see
Exercise 2.9). We will now give a different proof using integration.
Let f =322, 1p,. Note that f(z) = oo if and only if x € E,, for infinitely many n € N. By

Theorem 3.12,
o0
/fd,u:Z/ lg, <oo.
X —Jx

w(En)
So by Proposition 3.20, f < oo a.e. That is,

p({x € X : x € E, for infinitely many n € N}) = u({f = c0}) = 0.
O

PROPOSITION 3.22

Let (X, B, i) be a measure space, and let f,g : X — C be measurable functions. Suppose
f = g a.e. Then f is integrable if and only if ¢ is integrable. Moreover, if f and g are

integrable, then
/ [dp= / g dp.
X X

PrOOF. Let N = {z € X : f(z) # g(z)}. By assumption, N is a null set.

STEP 1. Integrability

Suppose f is integrable. Then

/ lg| dp = / |f| du +/ lg| du (linearity of the integral)
X X\N N
< / |f| dp 4 oo - (V) (monotonicity of the integral)
X —
0
— [l du< e,
X

so g is integrable. Reversing the roles of f and g proves the converse.

STEP 2. Integral ]
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Assume f and g are integrable. Then
‘/ gdu— [ fdu|= ‘/ (g— 1) d,u‘ (linearity of the integral)
X X X
< / lg — f| du (triangle inequality for the integral)
X
= / 0 du +/ lg — f| du (linearity of the integral)
X\N N

PROPOSITION 3.23

Let (X, B, i) be a measure space, and let f : X — [0,00] be a measurable function. Then
Jx f du=0if and only if f =0 a.e.

Proor. If f =0 a.e., then by Proposition 3.22, f is integrable and

/ fd,u:/ 0du=0-puX)=0.
X X
Conversely, suppose [y f du = 0. Then by Markov’s inequality (Exercise 3.2),

1
ps>eh < [ fdn=o
CJX
for every ¢ > 0. Therefore, by continuity of p from below,

M({f#O})=u<U {f>712}> —tm u({7>21) =0

neN
That is, f =0 a.e. (]

The examples above (especially Proposition 3.22) show that null sets are negligible from the
point of view of integration, and we can very often ignore modifications that happen on null sets.
There is one subtle issue that requires care, however: in general, a subset of a null set may not be
measurable and non-measurable modifications on null sets may create issues. For this reason, it is
often convenient to work with complete measure spaces, as defined below.

A measure space (X, B, u) is complete if every subset of every null set is measurable. That
is, if £ C X and there exists N € B with £ C N and u(N) =0, then E € B.

The following proposition is a useful tool for passing to complete measure spaces.

PROPOSITION 3.25

Let (X,B,u) be a measure space. Let N' = {N € B : u(N) = 0} be the o-ideal of p-null
sets. Then the familzB ={EUF:FEe€B,FCN € N}isa o-algebra, and there is a unique
extension f of u to B.

| Proor. Exercise 3.7. O
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The completion of a measure space (X, B, ) is the space (X, B, i), where B and Ji are as
defined in Proposition 3.25.

6. The Dominated Convergence Theorem

We have already seen two fundamental convergence theorems for integration against a measure:
the monotone convergence theorem and Fatou’s lemma. We are nearly ready to state another
fundamental result about integration: the dominated convergence theorem. First, we need to
introduce the two notions of convergence that will be related by the dominated convergence theorem.

DEFINITION 3.27

Let (X, B, 1) be a measure space.

e We say that a sequence (f,)nen of functions on X converges almost everywhere to
a function f if lim, o fn(x) = f(z) for almost every x € X.
e A sequence (fy)nen of integrable functions converges in L' to f € L'(u) if

1 — £ Z/len—fl di— 0

in R as n — oo.

The dominated convergence theorem says that any sequence that converges almost everywhere
and is “L'-dominated” will converge in L'. The precise mathematical formulation is as follows:

THEOREM 3.28: DOMINATED CONVERGENCE THEOREM

Let (X, B, 1) be a measure space. Let (f,)nen be a sequence of integrable functions, f, :
X — C, and let f: X — C be measurable. Suppose

e f, — fae., and
e there is an integrable function g : X — [0, 00) such that sup, ey |fn] < g ae.

Then f is integrable and f,, — f in L'(p). In particular,
/fdu: lim / fn du.
X n—oo X

ProOOF. First, |f| < |g| a.e., so f is integrable.
Observe:

[ 20 du—timsup [ 17~ gl dp=imint [ (20~ 1f = ful) do

n—oo

> / liminf(2g — |f — fn]) du (Fatou’s lemma)
X

n—oo

=/2gdu (fn = f)
X

Rearranging, we conclude

hmsup/ f = ful du <.
X

n—oo
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Using the triangle inequality for the integral,

‘AfW_AﬁMMSAUﬁMW%Q

/ f dp = lim fn du.
X n—oo X

SO

O

The assumption that the sequence (f,)nen is “dominated” by an integrable function g is a
necessary assumption to avoid “escape of mass to infinity,” as the following example demonstrates.

Let X =7Z, B= (Z), and let u be the counting measure. Let f, = 1y,;. Then f,(z) — 0
for every x € X. However,
[ fdu=1
X

/ lim fndu:/Oduzo#l.
XTL‘)OO X

for every n € N, while

Chapter Notes

For other presentations of integration on abstract measures spaces, see [2, Section 2.1-2.3], [7,
Chapter 1], [9, Sections 2.1 and 6.2], and/or [10, Section 1.3 and Subsection 1.4.4]. The development
of integration in the books of Folland [2] and Rudin [7] is very similar to the presentation in these
notes. By contrast, Stein and Shakarchi [9] and Tao [10] first develop integration in the special
case of the Lebesgue measure before moving to abstract spaces. The book of Stein and Shakarchi
[9] also proves the fundamental convergence theorems in a different order, starting with a special
case of the dominated convergence theorem known as the bounded convergence theorem, and then
deducing Fatou’s lemma, the monotone convergence theorem, and the general case of the dominated
convergence theorem.

There is a very nice book of Oxtoby [6] that develops useful analogies between measure spaces
and topological spaces and includes a discussion of null sets in relation to a o-ideal of “topologically
negligible” sets called meager sets or sets of first category.

Exercises

3.1 Let (X, B, ) be a measure space. Suppose f : X — [0,00] is a measurable function. Define
v: B —[0,00] by

v(E) = /Ef dp.

Prove that v is a measure.

3.2 Let (X, B, 1) be a measure space and f a measurable function. Prove Markov’s inequality: for
any ¢ > 0,

nlfizen <y |

€ J{Ifl>e

3.3 Let (X,B, 1) and (Y,C,v) be measure space, and let T : X — Y be a measurable function.

Define Ty : C — [0,00] by (Tu)(A) = u(T~(A)). Prove T = v if and only if for every integrable
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function f:Y — C,

/del/:/XfOTd,u.

3.4 Let (X,B,u) be a probability space. Let (Ap)nen be a family of measurable sets with a =
inf,en 1(A,) > 0. Show that there is a set E C N such that d(E) := limsupy_, %NNH > a,

and for any finite set F' C E, F' # (), one has (ﬂne F An) > (0 by proving the following intermediate
steps:

(a) Justify that we can assume without loss of generality that (), Ay # 0 if and only if pu (e p An) >
0 for every finite set F' C N. It may help to define the countable set

J—":{FQN:]F]<0<>,ﬂAn;&@,and,u(ﬂ An>:0}.

neF neFr

(b) Prove
N

1
li — 14, du > a.
/lesupNTZ:1 A, dp > a

N—oo

(c) Define E = {n e N:z € A,} for a suitable choice of z € X.

3.5 Let (X, B, 1) be a measure space, and let f : X — C be an integrable function. Prove that
for any € > 0, there exists § > 0 with the following property: if E € B and pu(E) < §, then

| [ [ du] <.

3.6 Let (X, B,u) be a measure space, and let f : X — C be an integrable function. Show that
f=0a.e. if and only if [, f du for every E € B.

3.7 Prove Proposition 3.25.

3.8 Show that a measure space (X, B, i) is complete if and only if it satisfies the following property:
for functions f,g: X — C, if f is measurable and f = g a.e., then g is measurable.

3.9 Show that simple functions are dense in L'. That is, if (X,B,u) is a measure space and
f € L'(u), then for every € > 0, there exists a simple function s : X — C such that ||f — s||, <e.

3.10 Let (X, B, i) be a measure space and E € B. If (E,),en is a sequence of measurable sets and
E = U, en En, prove that for every integrable function f € L' (u),

lim fdu :/ f du.
Ey, E

n—oo

State and prove an analogous result for decreasing sequences.
3.11 Prove
k
) T\ x
Jm (14 2)" =205
k>0

3.12 Let (X,B,u) be a measure space, and let (f,)neny be a sequence of measurable functions

fn: X = C. Suppose
Z/ | fnl dp < o0
X

neN

Prove that )y fn converges a.e. to an integrable function f € L' (), and

/deu=Z/andu-

neN
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3.13 In this exercise, we will use measure-theoretic tools in order to carry out computations with
Riemann integrals. Assume for the purposes of this exercise that there is a measure A on the Borel
subsets of R with the property: if f : [a,b] — R is a Riemann integrable function, then

/W)] fdr= / (e do.

where the integral on the left is the measure-theoretic integral and the integral on the right is the
Riemann integral. (We will discuss multiple methods of constructing such a measure A in future
lectures.)

(a) Compute

 nsin (%)

lim dx.
n—oo Jo (1 + 22)
(b) Show that for a > —1,
1.,..a >
z%logx 1
dr = — E —.
/0 1—z — (a+k)?
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Part 2

Constructions of Measures






CHAPTER 4

Taxonomy of Measures

In this short chapter, we give a taxonomy of measures based on various properties that may
be desirable or undesirable in certain circumstances. Some of these properties have been seen in
previous chapters, while others are introduced for the first time here. The taxonomy is summarized
in Figure 4.1, and precise definitions are given below.

Finiteness Conditions

S-FINITE
1= 02 Hns
1y finite
O-FINITE
PROBABILITY FINITE X = U, X
X)=1 [ uX)<oo [T |7 TypeNm
HX) HX) < o0 w(Xp) < o0

SEMI-FINITE
if u(F) = oo, then
JF CE,0< pu(F) < oo

Measurability Conditions

COMPLETE SATURATED
if y(N)=0and E C N, if £ N F is measurable whenver pu(F') < oo,
then F is measurable then F is measurable

Continuity Conditions

(PURELY) ATOMIC
S Coby [are momsmatle if u(E) > 0, then E contains a set A such that
M= Ziwex GO | aremeasurable | (4)'> 0'and BC A = pu(B)=0or u(A\ B) =0

DISCRETE if singletons

complementary complementary
o NON-ATOMIC /DIFFUSE
CO(N{;’I}“;U_OES - if u(E) > 0, then 3F C E such that
1% = are measurable M(F)>Oand ,LL(E\F)>O

Regularity Conditions (for Borel Measures)
LOCALLY FINITE | u(K) < oo for compact K C X
OUTER REGULAR | u(E) = inf{u(U) : U D E open}
INNER REGULAR | u(E) =sup{u(K): K C E compact}

FIGURE 4.1. Taxonomy of Measures
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1. Properties of Measures

DEFINITION 4.1

Let (X, B, ;1) be a measure space. A set E is

e [ocally measurable if EN K € B for every set K € B with u(K) < oo;
e an atom if u(F) > 0 and every measurable subset F' C E, F' € B satisfies either
p(F)=0or u(E\ F)=0.

DEFINITION 4.2

Let (X, B) be a measurable space. A measure p on (X, ) is
e a probability measure if u(X) = 1;

finite if p(X) < oo;

e o-finite if there is a countable sequence of measurable sets (X, )nen in B such that
X = Upeny Xn and p(X;,) < oo for each n € N;

e s-finite if pu is a countable sum p = ) _x pn of finite measures pu, : B — [0, 00);

e semi-finite if every set of infinite measure contains a subset of positive finite measure,
ie. if F € B and u(E) = co, then there exists F' € B with F' C E and p(F) < oo;

e complete if every subset of every null set is measurable, i.e. if £ C X and there
exists N € B with E C N and pu(N) =0, then F € B;

e saturated if every locally measurable set is measurable;

e discrete if u is a combination of Dirac measures, u = er x €20 for some coefficients
¢ € [0, 00];

e continuous if p has no point masses, i.e. pu({z}) =0 for every =z € X;

e (purely) atomic if every set of positive measure contains an atom;

e non-atomic or diffuse if there are no atoms.

If X is a topological space and B = Borel(X), then p is
e [ocally finite if every compact set has finite measure;
o outer reqular if u(E) = inf{u(U) : U 2 E open} for every E € B;
o inner reqular if p(E) = sup{u(K) : K C E compact} for every E € B.

The relationships between the various properties in Definition 4.2 are displayed in Figure 4.1.

2. Finiteness Properties

As shown in Figure 4.1, every probability measure is finite, every finite measure is o-finite, and
every o-finite measure is both s-finite and semi-finite. The next example shows that s-finiteness
and semi-finiteness are rather different notions from one another, neither one implying the other.

AN S-FINITE MEASURE THAT IS NOT SEMI-FINITE: Let X be a non-empty set, and let z € X.
Define u(E) = co if € F and pu(E) = 0if v ¢ E. Then pp = Y 7 dz, so p is s-finite.
However, the set {z} has infinite measure and no subsets of non-zero finite measure, so u is

not semi-finite.

A SEMI-FINITE MEASURE THAT IS NOT S-FINITE: Let X be an uncountable set, and let
w: P(X) — [0,00] be the counting measure on X. If F C X and u(E) = oo, then taking
any point z € E, we have pu({z}) =1 < oo, so u is a semi-finite measure. However, since



X is uncountable, p cannot be expressed as a countable sum of finite measures, so u is not
s-finite.

Most texts on measure theory focus on o-finite measures and omit mention of the more general
concept of s-finite measures. However, as we will see, s-finite measures are the natural class of
measures for many important results in measure theory. One reason to appreciate the generality of
s-finite measures is provided by the next theorem. We will encounter other advantages of working
with s-finite measures later on in the course.

THEOREM 4.4

(1) Let (X, B, i) be an s-finite measure space, and let (Y, C) be a measurable space. Suppose
m : X — Y is a measurable map. Then the measure m,u : C — [0,00] defined by
mu(C) = p(r=1(C)) is s-finite.

(2) There exists a o-finite measure space (X, B, u), a measurable space (Y,C), and a mea-
surable map 7w : X — Y such that m,u is not o-finite.

ProOOF. (1) First note that the projection of a finite measure is finite. Indeed, mu(Y) =
p(r=HY)) = p(X). Noting that m (3°00 ) pn) = Doy Teftn then completes the proof.

(2) Let X =72, B= 2(Z?*),and let uu : B — [0, 00] be the counting measure. Let Y = Z and
C = P(Z), and let 7 : Z> — Z be the projection onto the first coordinate, i.e. 7(n,m) = n for
(n,m) € Z2. Then 7, u(E) counts the number of points in Z? whose first coordinate belongs to E.
Hence, m,u(E) = co whenever E # (). Therefore, m.p is not o-finite (nor even semi-finite). [J

3. Decompositions of Measures

When we say that two notions are “complementary,” we mean that they are mutually exclusive
and every (o-finite) measure can be decomposed into pieces satisfying one or the other property.
Namely, for the complementary notions shown in Figure 4.1, we have the following decomposition
result:

PROPOSITION 4.5

(1) Let (X,B,u) be a o-finite measure space. Then there is a unique decomposition pu =
lha + tng as a sum of a purely atomic measure p, and a non-atomic measure fiyq.

(2) Let (X, B, 1) be an s-finite measure space, and suppose {z} € B for every x € X. Then
there is a unique decomposition p = pg + pe as a sum of a discrete measure g and a
continuous measure fi..

In general, atomic and discrete are different notions.

Let X be an uncountable set, and let B = {F C X : E is countable or X \ F is countable}.
Define a probability measure p : B — [0,1] by u(F) = 0 if E is countable and p(EF) = 1
is X \ E is uncountable. Then F is atomic (each co-countable set is an atom) but also
continuous.

However, in many frequently-encountered situations, atomic and discrete measures coincide.
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Let X be a separable metric space. Suppose p is a locally finite Borel measure on X. If
A € Borel(X) is an atom of p, then there is a point x € A such that u({z}) = p(A) > 0.
Hence, every atomic locally finite Borel measure on X is discrete.

Proving the decomposition of a o-finite measure into atomic and non-atomic components is
a bit lengthy, so we will prove only part (2) of Proposition 4.5. Because of Theorem 4.7, the
decomposition into discrete and continuous parts is sufficient for most purposes.

PROOF OF PROPOSITION 4.5(2).

STEP 1. Existence. ]

Since p is s-finite, we may write g =Y .~ | pi,, for some finite measures fi,, : B — [0, 00). For
each k € N, let X, = {z € X : pp({z}) > 7 }. Note that X,, , has at most kz, (X) elements
for each n,k € N. Therefore, Xo = {z € X : p({z}) > 0} = U,y Upeny Xn.k is a countable
set.

For x € Xo, let ¢; = pu({z}). Define g = >, cx, 20z, and let pc : B — [0,00) be the
measure p.(E) = u(E \ Xo) for E € B. Then 4 is manifestly a discrete measure. Moreover,
for any xz € X,

Since X is the set of all point masses for p, it follows that u.({z}) = 0 for every z € X; that
is, pe is continuous. Finally, for any £ € B,

w(E) = (B N Xo) + ol E)

and

WENX)= S ua}) = 3 codo(B) = pal E).

rxeENXo z€Xo

STEP 2. Uniqueness. ]

Let 1 = pg + e be the decomposition obtained in Step 1. Suppose p = pl; + p, is another
decomposition into a discrete measure p; and a continuous measure p,. We want to show
py = pg and p, = fic.

Let z € Xo. Since p is continuous, we have p.({z}) = 0, so p,({z}) = p({z}) = cs.
On the other hand, if x € X is any point and p;,({z}) > 0, then p({z}) > p,;,({z}) > 0, so
x € Xo. Therefore, the point masses of i/, are exactly the elements of Xy, and p;,({z}) = ¢,
for x € Xo. Since pl; is discrete, it can thus be represented as p); = > X, Cz0z- That s,
Wy = pa, and it follows that we also have i, = fic.

O

The condition of semi-finiteness also leads to a decomposition result.

42



PROPOSITION 4.8

Let (X, B, 1) be a measure space. There exists a decomposition p = pug + ping Such that pgs
is semi-finite and i, takes only the values 0 and oco.

Unlike the decompositions in Proposition 4.5, the decomposition in Proposition 4.8 is not unique
in general. One way of obtaining the decomposition is to define
pst(E) = sup {u(F) : F € B, F C E,and u(F) < oo},
and
0, if F is semi-finite;
oo, if E is not semi-finite.

Minf(E) = {

Here, we say that a measurable set E is semi-finite if the measure pug : B — [0,00] defined by
ur(A) = p(ANE) is a semi-finite measure. In other words, E € B is semi-finite if every subset of
FE of infinite measure has a further subset of positive finite measure.

Exercises
4.1 Show that every o-finite measure is s-finite and semi-finite.

4.2 In this exercise, we will construct a saturation of a measure space similarly to how we con-
structed the completion of a measure space.
Let (X, B, ;1) be a measure space.

(a) Show that the family
B={ECX:ENF e B for every F € B with u(F) < oo}

of locally measurable sets is a o-algebra on X.
(b) Define a function g : B — [0, 00| by

o [wE), tEeB
”(E)_{oo, it E¢B.

Show that 1 is a measure and (X, B, ) is saturated.

4.3 Suppose (X, B, i) is a non-atomic probability space. The goal of this problem is to prove
Sierpinski’s theorem: if t € [0, 1], then there exists a set F € B with p(E) = t.
(a) Show for any s € (0, 1), there exists a set £ € B such that 0 < u(F) < s.
(b) Let ¢t € (0,1). Construct a sequence of disjoint measurable sets (E,)nen such that
(i) for each n € N, u(EL U---UE,) < t, and
(i) if possible, E, is chosen so that u(E,) > <.
Show that p (U,,en En) =t.
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CHAPTER 5

Lebesgue—Stieltjes Measures

Let us rephrase (an instance of) the problem of measurement using the language of abstract
measure theory developed in Part 1.

PROBLEM 5.1: PROBLEM OF MEASUREMENT IN ONE DIMENSION

Construct a measure A : Borel(R) — [0, 00] such that A(I) = length([) for every interval
I C R. Is there a unique such measure? Can the measure be defined on all subsets of R?

We will address this problem in a more general framework, where we allow for different assign-
ments of measure to intervals.

DEFINITION 5.2

A Borel measure p : Borel(R) — [0,00] is locally finite if u(K) < oo for every compact
set K C R. The distribution function of a locally finite Borel measure p is the function
F, : R — R defined by

w((0,x]), if x > 0;
Fu,(z) =140, if z = 0;
—u((z,0]), ifz<0.

By monotonicity of the measure p, its distribution function F), is necessarily increasing. More-
over, by continuity from above and below, F), is a right-continuous function. The goal of this
chapter is to prove the following theorem:

THEOREM 5.3: EXISTENCE AND UNIQUENESS OF LEBESGUE—STIELTJES MEASURES

Let F : R — R be an increasing, right-continuous function with F'(0) = 0. There exists a
o-algebra Mp containing the Borel subsets of R and a complete measure pup : Mp — [0, o0
such that F' = F,,,. Moreover, if v : Borel(R) — [0, 00] is a Borel measure satisfying F,, = F,
then v = p FlBorel(R)a and pp is the completion of v.

DEFINITION 5.4

Let F : R — R be an increasing, right-continuous function. The unique complete measure
ur given by Theorem 5.3 is called the Lebesque—Stieltjes measure associated to F.
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PROPOSITION 5.5

Let F' be an increasing, right-continuous function, and let ur be the Lebesgue—Stieltjes
measure associated to F'. Then

lim F(z) =sup F(z) = pp((0,00)) and lim F(z) = inf F(z) = —pr((—o0,0]).
T—>00 z€R T—r—00 zER
PRrOOF. This is an application of continuity from below of the measure pg. (]

NOTATION. Given an increasing, right-continuous function, we will write F'(oo) for the value
lim, o0 F'(x) and F(—00) = lim,—,_ oo F(z). In general, F(+00) is an extended real number.

1. The 7-A Theorem and Uniqueness of Lebesgue—Stieltjes Measures

Before constructing Lebesgue—Stieltjes measures, let us prove that every locally finite Borel
measure is uniquely determined by its distribution function. The key tool will be the 7-A theorem,
for which we need a new definition.

DEFINITION 5.6

Let X be a set.

o A family P C Z(X) of subsets of X is a m-system if P is closed under finite
intersections.

o A family £ C Z(X) is a A-system if ) € £ and L is closed under complements and
countable disjoint unions.

The following are examples of 7 systems:

e the collection P = {(a,b] : a,b € R} of half-open intervals in R;
e the family of open sets of any topological space;
e given a measure space (X, B, 1), the family P = {E € B: u(X \ E) = 0} of co-null
sets;
e given two measurable spaces (X, B) and (Y,C), the family P ={BxC : B € B,C €
C} of “rectangles” in X x Y.
Examples of A-systems include:

e for two probability measures p, v on a measurable space (X, B), the family £ =
{EeB:uk)=vE)}.

Another characterization of A-systems is given by the following proposition:

PROPOSITION 5.8

Let X be a set. A family £ C £(X) is a A-system if and only if it satisfies the following
three properties:

(1) X eL;

(2) if A,Be L and AC B, then B\ A € L;

(3) if Ay € Ay C ... is an increasing sequence in £, then |J,,cy An € L.
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PROOF. Suppose L is a A-system. We check that £ satisfies properties (1)—(3).

(1) Since () € £ and L is closed under complements, we have X € L.

(2) Let A,B € £L with AC B. Then B\ A= BN A= (B°UA)° The assumption A C B
means B°N A = (), so we have represented B\ A in terms of A and B using complementation
and disjoint union. Hence, B\ A € L.

(3) Let Ay C Ay C ... be an increasing sequence in L. Let By = A; and B, = A, \ 4,1
for n > 2. By property (ii), B, € L for every n € N. Therefore, |J,,cr An = ,,eny Bn € L.

Conversely, suppose £ C Z(X) is a family of sets satisfying (1), (2), and (3).

Applying property (2) with A = B = X, we have ) = X \ X € L.

Let A € £. Combining (1) and (2), A= X\ A€ L.

Finally, let (A, )nen be a pairwise disjoint sequence of sets in £. Then B,, = A U---U A,
forms an increasing sequence, so by property (3), it suffices to prove that B,, € £. By induction,
this reduces to showing that the disjoint union of two sets in £ is an element of £. Let C, D € L
with C N D = (. Then CUD = (C°N D) = (C°\ D). We have already checked that L is
closed under complementation. The disjointness of C' and D implies D C C¢, so C°\ D € L by
property (2). Thus, CUD € L. O

THEOREM 5.9: m-A THEOREM (SIERPINSKI-DYNKIN)

Let X be a set, and suppose P C Z(X) is a w-system. If £L C LP(X) is a A-system and
P C L, then o(P) C L.

We will prove the -\ theorem with the help of several lemmas.

Let X be a set. A family B C (X)) of subsets of X is a o-algebra if and only if B is both
a m-system and a A-system.

PRroor. The definition of a A-system is the same as the definition of a o-algebra, except that one
is only allowed to take unions of disjoint sets in the definition of a A-system. It therefore suffices
to check that being a m-system as well allows for taking countable unions of not necessarily
disjoint sets.

Suppose Ej, Ey,--- € B. Define B}, = Ey, Ey = B3\ Ey, ..., B}, = E, \UlZ' E;. Then
E},Ej, ... are pairwise disjoint and satisfy | |, Er, = U,en En, so it suffices to check that
E!, € Bforeachn € N. But this is clear upon rewriting E/, = E,N}—; Ef, since Ef = X\E; € B
(by the axioms of a A-system) and a finite intersection of sets from B belongs to B (by the axioms
of a m-system). O

Let X be a set, and suppose (L;)ier is a collection of A-systems £; C Z(X). Then (,c; L;
is a A-system.

Proor. The proof is the same as the proof of Proposition 2.3, except we only allow disjoint
unions. 0
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DEFINITION 5.12

Let X be aset and S C #(X) a family of subsets of X. The \-system generated by S is the
smallest A-system containing S:

AS) = ﬂ{ﬁ C Z(X):Lisa Asystem,S C L}.

LEMMA 5.13

Let X be a set, and let P C #(X) be a m-system. The A-system A(P) generated by P is a
o-algebra.

Proor. By Lemma 5.10, it suffices to show that A(P) is a m-system.

For any set A € A(P), the family L4 := {B C X : ANB € \(P)} is a A-system.

Since A € A\(P), we see that X € L4.
Suppose By, By € L4 and By € By. Then

Aﬁ(BQ\Bl) = (AﬂBQ)\(AﬂBl) € )\('P),

so By \ Bi € Ly4.
Finally, suppose B; C By C --- € L4. Then ANU,en Bn = U,en(4A N By) € A(P), so

UneN B, € Lg.
This proves the claim.

For any A € A(P) and any B € P, we have AN B € A(P).
This follows from Claim 1: the family Lp is a A-system, and P C Lp by the definition of a
m-system, so Lp 2O A(P) 3 A.

Let A, B € A\(P). The family L4 is a A-system (by Claim 1) containing P (by Claim 2), so
L4 2 XP)> B. Hence, AN B € \(P). O

Now we can complete the proof of the m-\ theorem.

PROOF OF m-A THEOREM (THEOREM 5.9). Let P be a m-system, £ a A-system, and suppose
P C L. On the one hand, by Lemma 5.13, the A-system A(P) generated by P is a o-algebra, so
a(P) C A(P). On the other hand, £ is a A-system containing P, so A(P) C L. Combining these
two observations completes the proof. O

COROLLARY 5.14: UNIQUENESS OF LEBESGUE—STIELTJES MEASURES

Suppose p and v are locally finite Borel measures on R with the same distribution function
F,=F, =F. Then py=v.

PROOF. Let P be the m-system P = {(a,b] : a,b € R} of half-open intervals. Define
L ={FE € Borel(R) : u(EN(—N,N]) =v(EN(—N,N]) for every N € N}.
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Cramv 1. L is a A-system ]

For every N € N,
u((=N, N]) = (u((—=N,0]) + u((0, N])) = F(N) = F(=N).

The same holds for v, so R € L.
Suppose E € £, and let N € N. By additivity of u and v, we have

u(E°N (=N, NJ) = p((=N, N]) = p(EN (=N, NJ)
= (=N, N]) — »(EN (=N, N])
= v(E°N (—N, N)),

so B¢ e L.
Finally, £ is closed under countable disjoint unions as a consequence of countable addi-
tivity of the measures p and v.

CrLamm 2. PCL ]

The sets (—N, N] belong to P, which is a m-system, so it suffices to prove u(P) = v(P) for
every P € P. Let P = (a,b] € P. If b < a, then P =), so u(P) = v(P) = 0. Suppose a < b.
If a < b, then u(P) = F(b) — F(a) = v(P).

By the 7-A theorem, o(P) C L. But P generates the Borel o-algebra (we essentially showed
this in the proof of Proposition 2.11), so £ = Borel(R). Hence, applying continuity from below,
we have

u(E) = A}i_r)noou(Er‘l (=N,N]) = lim v(EN(=N,N]) =v(E)

N—oo

for every E € Borel(R). O

EXAMPLE 5.15

The locally finite condition cannot be dropped from Corollary 5.14. As an example, define
a measure y : Borel(R) — [0, oo] by

u(B) = #(BNQ),
and let v = oo - A\, where A is the Lebesgue measure. (We will construct A later in this

chapter, but for now, take it as a given that the Lebesgue measure exists.) Every non-empty
interval in R contains infinitely many rational points, so

0, if z > 0;

F,(z)= 140, if x = 0;

—o0, ifx<0.
Similarly, every non-empty interval in R has positive Lebesgue measure, so multiplying by
0o, the measure v has the same distribution function F, = F,,. However, u and v are not

the same measure, since, for instance, u(R\ Q) = 0, while »(R \ Q) = oo, and p({0}) =1,
while v({0}) = 0.
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2. Half-Open Intervals

Now we begin the construction of Lebesgue—Stieltjes measures. Let us define some basic objects
that we will work with for the construction.

DEFINITION 5.16

A left-open, right-closed interval is a set of the form
e R,

(a,b] with a,b € R, a < b,

(—o0,b] with b € R, or

(a,00) with a € R.

The intersection of two left-open, right-closed intervals is a left-open, right-closed intervals, and
the complement of a left-open, right-closed interval is either a left-open, right-closed interval or a
disjoint union of two left-open, right-closed intervals. Therefore, the family of left-open, right-closed
intervals forms a semi-algebra on R. We recall the definition below.

Let X be a set. A family S C (X)) of subsets of X is a semi-algebra if
e ). X €eS;
o if A/ BeS,then ANB e S;
eif Ae S, then X\ A=|][",C,; for some C4,...,Cp € S.

In Exercise 2.1, you showed the following fact:

PROPOSITION 5.18
Let S be a semi-algebra on a set X. Then

A:{USi:neN,Sl,...,SnES}

i=1
is an algebra.

NoOTATION. We will denote the algebra generated by the semi-algebra of left-open, right-closed
intervals by

Aint = {|_| I; : n € N, I; is a left-open, right-closed interval} .
i=1

Note that the o-algebra generated by Aj;,; is the Borel o-algebra.

3. Premeasures and Outer Measures

We will begin the construction of the Lebesgue—Stieltjes measure associated to a distribution
function F' by assigning a measure to each element of A;,;.

50



DEFINITION 5.19

Let X be a set and A C Z(X) an algebra. A premeasure is a function ug : A — [0, 0o] such
that

® uo(0) = 0;
o if (A,)nen is a sequence of pairwise disjoint elements of A and A = | |, .y An € A,
then po(A) = > 02 Ho(An).

Note that if A is a g-algebra, then a premeasure on A is the same thing as a measure. More
generally, if 4 : B — [0,00] is a measure on a measurable space (X,B) and A C B is an algebra,
then ug = p|4 defines a premeasure on \A.

The next proposition shows that we can associate to an increasing right-continuous function
F' a premeasure on the algebra A;,: generated by left-open, right-closed intervals. We will see
afterwards how to extend this premeasure to a measure on the Borel subsets of R.

PROPOSITION 5.20
Let F': R — R be increasing and right-continuous. Define a function pgg : Aine — [0, 00] by

JLF0 <|_|(az', bz’]) = (F(bi) — F(a)).

=il i=1
Then jir is a premeasure on A;p;.

Proor. We will first show that prg is a well-defined function on A;,; and then prove that it is
a premeasure.

7

STEP 1. pupg is well-defined

Every element of A;,; can always be written uniquely in the form

n

| ] (@i, bi]

i=1
with —oo < a1 < by < as < by < -+ < ap < b, < 0o0. Indeed, after writing the intervals
in increasing order, if a;11 = b; for some 4, then the intervals (a;, b;] and (a;+1,bi+1] can be
merged into the single interval (a;, b;11]. This process of merging leaves the expression for
pro unchanged, since if b; = a;11, we have a telescoping phenomenon

(F(bi) — F(ai)) + (F(biy1) — Flait1)) = F(biy1) — F(aq).

Thus, the formula for g gives the same value for every possible expression of A € A;;,; as
a disjoint union of left-open, right-closed intervals.

StEP 2. If (a,b] = |72, (as, bi], then pro((a, b)) < 37725 nrol(as, bil).

Let § > 0 and let ¢; > 0 for i € N. Then [a + §,b] is a closed interval covered by the union of
open intervals [ J;2, (a;, b; +¢€;). By the Heine-Borel theorem (compactness of closed intervals
in R), there is a finite subcover iy, ..., 14, such that [a+ d,b] C U?zl(aij, bi; +¢i;). Therefore,
(a+0,b] C U}lzl(aij,bij + €4,], so by Step 1,




pro ((a+6,b]) < Z nro ((ai;, bi, +e5,]) < Z pro((ai, by +&i]).
—1 =1
Letting § — 0,

lim pro ((a+6,b) = F(b) — lim Fa+06) = F(b) — F(a) = prol(a, b)),
§—0+ d—0t
since F' is right-continuous. Similarly, given € > 0, we can take g; sufficiently small so that

Yo nro((ai by + &) < 302 wro((ai, b)) + €. Then letting ¢ — 0 proves the desired
inequality.

STEP 3. pup is countably additive.

Suppose (A;,)nen is a sequence of pairwise disjoint elements of A, and A = | |, .y An €
Aint.  Each of the sets A,, belonging to the algebra A;,;, can be written in the form
A, = |_|M Sn,m, where Sy, is a left-open, right-closed interval. We know ppo(Ayn) =
Z%"l 1ro(Snm) by definition. Replacing (An)nen by (Snm)neNi<m<m,, We may assume
from the start that A, is a left-open, right-closed interval for each n € N.

Since A € A, we may also write A = |_|f\n/[:]L Sm for some left-open, right-closed intervals
S Then

M
pro(A) = Z pro(Sm) (definition of pp )
m=1
M
= Z HE0 <|_| (Sm N An)> (A = I—lnENAn)
m=1 neN
< > uro(SmNAy) (Step 2)
[e'S) M
= Z 7520 ( |_| (Sm N An)> (definition of pip)
n=1 m=1
= Z pro(An) (definition of pr)
n=1

On the other hand, for N € N,

N
ZMF,O( = UFp ( > < pro(A),

so taking a limit as N — o0, Y - uro(An) < ur,

|:z

O

The next stage in the construction is to extend the premeasure pr to an outer measure defined

on all subsets of R.

Let X be a set. A function p* : Z(X) — [0,00] is an outer measure if

o w0 =0;
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e MONOTONE: if A C B, then pu*(A) < p*(B); and
e COUNTABLY SUBADDITIVE: for any sequence of sets (A,)pen, one has

M* (UnGN ) = Zn 1M (A )

A premeasure can always be extended to an outer measure, as shown by the following propo-
sition.

PROPOSITION 5.22

Let A be an algebra on a set X, and suppose g : A — [0, 00] is a premeasure. Then

= inf {iug(/ln) :EC U Ap, Ay € A}
n=1

neN
defines an outer measure on X with p*|4 = po.

PROOF. Let us check the properties one at a time.

First, 0 € A, so p*(0) < uo(0) = 0.

Next, suppose A C B. Then any set containing B also contains A, so the expression defining
1" (A) involves an infimum over a larger collection than the expression defining p*(B). Hence,
w*(4) < 1°(B),

Now let us prove countable subadditivity. Let (A )nen be a sequence of subsets of X. If

D H(An) =
n=1

there is nothing to show, so assume

Z ¥ (An) < o0
n=1

Let € > 0. For each n, let (A, )ren be a sequence of elements of A such that A, C ey Ank
and

o)
* 3
ZﬂO(An,k) < p (An) + 27

Then (A, k)n,ken is a countable family of elements of the algebra A, and |,y An C Un,keN Ap e

: (U An> < no(Ang) £ 3 (01 An) + 57) = Do (An) +2
n,k n=1 n=1

neN
Letting € — 0 establishes countable subadditivity.

Finally, let us show p*|4 = po. Let A € A. Then by definition p*(A4) < pp(A). It remains
to show p*(A) > po(A). Let (An)nen be a sequence in A such that A C | J,,cy An. Define a new
sequence (Bp)neny by By = ANA; and B, = ANA,\ (A1 U---UA,_1). Since A is an algebra,
the sets B, belong to A. Moreover, (B, )nen is a sequence of pairwise disjoint sets whose union
is Ae A, so

=D uo(Bu) =Y (no(By) + no(An \ Bn)) Z
n=1 n=1 n=1

Taking an infimum over all such collections (A, )nen gives the desired inequality po(A) < p*(A).
U
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The outer measure . obtained from the premeasure j1r is not in general a measure on Z(X).
The problem is that, while u7. is subadditive, it may fail to be additive. In order to obtain a measure,
we restrict to the sets with better additive behavior.

Let u* be an outer measure on a set X. A set £ C X is u*-measurable if for every A C X,
i*(4) = p*(AN E) + (A \ E). (5.1)

REMARK. Outer measures are subadditive, so (5.1) is equivalent to the a priori weaker inequality
p(A) = p*(ANE) + p*(A\ E).

THEOREM 5.24: CARATHEODORY’S THEOREM

Let p* be an outer measure on a set X. Let M C Z(X) be the family of p*-measurable
sets. Then M is a o-algebra, and p*|\ is a complete measure.

PROOF. We break the proof into several steps.
X eM.
Given A C X, we have p*(ANX) + p*(A\ X) = p*(A) + p*(0) = p*(A).
M is closed under complementation.
Rewriting A\ E = AN E*, the measurability condition (5.1) is symmetric in £ and E°.

M is closed under finite unions.

Suppose E, F € M, and let A C X. We want to show
WH(A) > pH(AN(BUF)) + 1"(A\ (EUF)).

Writing AN(EUF) = (ANE)U(ANFNE®) and A\ (FUF)=AnNF°N E° and applying
subadditivity of u*, we have

W(AN(EUF))+p*(A\(EUF)) < p*(ANE)+ p*(ANF N E°) + p* (AN F° N E°) = p*(A).

w*(ANE®)

Claims 1-3 show that M is an algebra. The next claim upgrades M to a o-algebra and
proves that u*| (¢ is a measure.

M is closed under countable disjoint unions, and p*|r¢ is countably additive.

Suppose (Ey)nen be a sequence of pairwise disjoint sets in M, and let £ = | |, .y En. Let
A C X. As in Claim 3, we want to show

1(A) > 1AM E) + p*(A\ B). (5.2)
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If u*(A) = oo, there is nothing to check, so assume p*(A) < oo. Let Fy = |_|g:1 E,. By

induction, we have
N

WANFY) = 3 0 (AN Ey).

n=1

Hence, by countable subadditivity of u*,

WANE) <Y W (ANE,) = lim p*(ANFy)

n=1

For fixed N € N, Fiy € M by Claim 3, so
W) = i (AN Fy) + 1*(A\ Fy) > g*(AN Fy) + (A \ E).

Taking a limit as N — oo gives (5.2).
Note that we actually proved the stronger inequality

W(A) 2 Y HT (AN By + (A B),

n=1

Taking A = F establishes countable additivity of u*.

Finally, we check that (X, M, u*|s) is complete.

Cram 5. If N C X and p*(N) =0, then N € M.

Let A C X. Then by monotonicity,
AN+ (A\N) < i (N) + 1 (A) = p*(A).

O

The last remaining piece to tie everything together is relating the o-algebra M in Carathéodory’s
theorem to the algebra on which the premeasure pg was defined.

Let A be an algebra on a set X. Let g : A — [0, 00] be a premeasure, and let p* be the outer
measure extending j as in Proposition 5.22. Then every element of A is p*-measurable.

Proor. Let A € A, and let B C X be an arbitrary set. We want to show
W (B) = u*(BNA) + u*(B\ A). (5.3)
Let (An)nen be family of elements of A such that B C |J,,cy An- Then

S h0(An) = 3 (o( A 1 A) + p0(An N A) = S po(Aa N A) 3 io(An \ A).
n=1 n=1 n=1 n=1

The union | J,,cn(Arn N A) contains BN A, and similarly, [ J,,cn(An \ A) contains B\ A, so by the
definition of the outer measure p*,

S n0(An) = 1*(B N A) 4 (B A).

Taking an infimum over all such collections (A )nen gives (5.3). O
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Putting everything together, we get the following theorem.

THEOREM 5.26: HAHN-KOLMOGOROV EXTENSION THEOREM

Let A C Z(X) be an algebra on a set X, and let 10 : A — [0, 00] be a premeasure. Then pg
extends to a complete measure p : M — [0, 0o] defined on a o-algebra M D o(.A). Moreover,
if po is o-finite, then the extension of py to o(A) is unique, and p is the completion of this
unique extension.

ProOOF. By Proposition 5.22, uo extends to an outer measure pu* : Z(X) — [0,00]. Let M
be the o-algebra of p*-measurable sets, and let u = p*|aq. Then p is a complete measure by
Carathéodory’s theorem (Theorem 5.24), and by Lemma 5.25, 4 C M.

Uniqueness in the o-finite case is a consequence of the 7m-\ theorem and follows on exactly
the same lines as the proof of Corollary 5.14. O

REMARK. When gy is not o-finite, it may have several different extensions to o(A). The outer
measure construction is the maximal such extension in the sense that given any other extension
v:o(A) — [0,00] of g, one has v(E) < u(E) for every E € o(A). We will return to this subject
in the context of product measures later in the course, where it will sometimes be useful to work
with a different extension of a premeasure than the one obtained by Carathéodory’s theorem.

COROLLARY 5.27: EXISTENCE OF LEBESGUE—STIELTJES MEASURES

Let F : R — R be increasing and right-continuous with F'(0) = 0. There exists a o-algebra
M containing the Borel subsets of R and a complete measure up : Mp — [0,00] with
distribution function F,, = F.

PRrROOF. Let pupo be the premeasure on A;,; given by Proposition 5.20. Then the extension pp
given by the Hahn-Kolmogorov extension theorem (Theorem 5.26) is a complete measure with
distribution function F'. O

4. Lebesgue Measure

DEFINITION 5.28

The Lebesgue measure on R is the Lebesgue—Stieltjes measure associated to the distribution
function F(z) = x.

PROPOSITION 5.29

Let A be the Lebesgue measure on R, and let M be the o-algebra of Lebesgue measurable
sets.

(1) TRANSLATION-INVARIANCE: \(E +t) = A(E) for every E € M and t € R;

(2) REFLECTION-INVARIANCE: A\(—E) = A(E) for every E € M;

(3) DILATION PROPERTY: A(tE) = [t|\(F) for every E € M and t € R;

Proor. Compute the distribution function of the transformed measure and apply uniqueness
of Lebesgue—Stieltjes measures (Corollary 5.14). We leave the details as an exercise. U

Using the translation-invariance property of the Lebesgue measure, we can prove the existence
of a non-measurable set.



There exists a Lebesgue non-measurable subset of R.

PROOF. Define an equivalence relation on [0,1) by = ~ y if y — z € Q. By the axiom of choice,
let E C [0,1) be a set containing exactly one representative of each equivalence class. For each
teQnlo,1),let By ={x+tmod1l:z€ E} C[0,1).

The sets (Et)teQm[o,l) are pairwise disjoint.

Fort,s € QN 0,1) and z,y € E,if x +t =y + s (mod 1), then
y—x=t—s (mod1l),

so x ~ y. But F contains only one element from each equivalence class, so x = y and t = s.
Ute@m[o,l) E,=10,1)

Let z € [0,1). Then there exists y € E with y ~ z, since E has a representative of each
equivalence class. Let t =2 —ymod 1 € QN [0,1). Then

y+t=z (mod1).
sox € Fy.

Assume for contradiction that F is Lebesgue measurable.
For every t € QN [0,1), E; is Lebesgue measurable and A(E;) = A(E).

We can write
E,={(E+t)n[0,1)L(E+t)Nn[1,2)—1).
Therefore, by translation invariance of the Lebesgue measure,
MEY) = AME +1t) = A\E).
Combining Claims 1-3 and using countable additivity of the Lebesgue measure,
1=XM0,1))= Y AE)= > ME)=o00-A(E).
teQnio,1) teQnio,1)

There is no value of \(E) that can satisfy this equation. We have thus reached a contradiction,
so E is non-measurable. U

REMARK. The axiom of choice plays a crucial role in Theorem 5.30. Using the set-theoretic
notion of an inaccessible cardinal, Robert Solovay constructed a model of set theory under the
ZF axioms without choice in which every subset of R is Lebesgue measurable [8].

5. Cantor Measure

Another interesting example of a Borel measure on the real line is the “uniform” measure on
the middle-thirds Cantor set, which we will construct now. Recall that the Cantor set C' C [0, 1]
is obtained by starting with the full interval [0,1] and iteratively removing the middle third of
each remaining interval at each step. We can therefore write [0,1] \ C = 77, Uin:?)l I, j;, where
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L0, .., I 9n—1 is an enumeration of the removed intervals of length 3~(+1) in increasing order.
How should we define the distribution function for a uniform measure on C? Well, after step n = 0,
where we remove the interval (%, %), we have half of of the Cantor set to the left of this interval and
the other half to the right, so the distribution function should take the value % on the entirety of

this interval. Arguing similarly, the distribution function should take the value 2212111 on the interval

I, i for each n > 0 and k € {0,1,...,2" — 1}. Since the union of the intervals | J;2, Uinzgl I, are
dense in [0, 1], there is a unique way of interpolating between the values on the intervals I, ; in
order to obtain a continuous function. We call this continuous function the Cantor function and
its associated Lebesgue—Stieltjes measure the Cantor measure.

~

3 1 — 1 —
4
14 _— 1 — 1 —
2
A AL —
4
‘ : —— +—+—t HHH— >
1 2 12 78
3 3 99 99

FIGURE 5.1. Iterative construction of the Cantor function

A more explicit description of the Cantor set is the collection of numbers in the interval [0, 1]
whose binary expansion consists entirely of the digits 0 and 2. From this description of the Cantor
set, we can also obtain a formula for the Cantor function, namely

% 4j/2 1 oo aj
C(x) = Zj:l %5 ) if x = ijl 37; c C,
SUPy<g yec c(y), ifz ¢ C.

The Cantor measure has a surprising combination of properties. Suppose you have a perfectly
fair coin to flip, and you record the sequence of heads and tails as you flip the coin repeatedly.
Recording heads as the digit 2 and tails as the digit 0, this sequence of coin flips produces a
random element of the Cantor set in terms of its base 3 expansion. The distribution of this random
element of the Cantor set is described by the Cantor measure.

The Cantor function is continuous, and so by Exercise 5.5, the Cantor measure is a continuous
probability measure. This is despite the fact that all of the mass of the Cantor measure is concen-
trated on the Cantor set, which is a set of Lebesgue measure zero! This makes the Cantor measure
an example of what is called a singular measure, and as a result, even though we have given a
reasonable probabilistic method for constructing Cantor-distributed random variables, the Cantor
measure does not have a probability density function. That is, there is no function f : [0, 1] — [0, c0)
for which we can express pco((a,b]) = fab f(z) dx. We will reencounter singular measures and deal
with them systematically later in the course.

6. Regularity of Lebesgue—Stieltjes Measures

Built into the definition of Lebesgue—Stieltjes measures is the fact that they are locally finite,
but it is not at all obvious that Lebesgue-Stieltjes measures should have additional regularity
properties. However, from the outer measure construction, we can quickly deduce several useful
and nontrivial properties about Lebesgue—Stieltjes measures.
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PrRoPOSITION 5.31

Let 11 be a Lebesgue—Stieltjes measure on R, and let M, be the o-algebra of p-measurable
sets.
(1) Let E C R. The following are equivalent:
(i) E e My;
(ii) for any € > 0, there exists a closed set I’ and an open set G such that F C EC G
and p(G\ F) < ¢

(iii) there exists an F, set A and a G set B such that A C E C B and u(B\ A) =0.

(2) OUTER REGULARITY: If E € M, then

u(E) =inf {u(U) : U D E open} .
(3) INNER REGULARITY: If E € M, then
w(E) =sup{u(K): K C E compact} .

ProOF. We will first prove outer regularity (2), then prove the measurability conditions (1),
and end with inner regularity (3).

(2) Let E € M,,. By monotonicity of , it suffices to show p(E) > inf{u(U) : U 2 E open}.
As usual, if u(FE) = oo, there is nothing to check, so assume p(E) < oo, and let € > 0. From the
outer measure construction, we have

u(E) = inf {Z p((an, b)) : E C | (an, bn]} :

neN
Hence, there exists a family of left-open, right-closed intervals ((an,bn])nen such that E C
Unen(@n, by] and >°0° 1 pi((an, bn]) < p(E)+ 5. For each n € N, let 6, > 0 such that pu((an, by +
6n)) < p((@n, by]) + 2= Ve, Such 6, exists by continuity of y from above. Then for the open
set U = U, en(an, by + 6,), we have

pU) < D7 (s bo +62)) < D (1((an, ba]) +270He) < pu(B) + S + 5 = p(E) + <.
n=1 n=1

But € > 0 was arbitrary, so we are done.

(1) We will prove the chain of implications (i) = (ii) = (iii) = (i).

(i) = (ii). Suppose E € M, and let ¢ > 0. Let E,, = EN(n,n+ 1] for n € Z. By (2),
there exists an open set Gy, 2 E,, such that u(Gr) < u(En) + 2_‘”‘%. Let G = |U,,e7, Gn- Then
G is open, E C G, and

> €
G\ FE) < G, \ By, —.
HO\E)S 3 pGu\ B < 5
Applying the same argument to E¢, we find an open set U C R such that £ C U and p(U\ E°) <
5. Let I' = U°. Then F is closed, F' C F, and u(E\ F) = p(U \ E°) < 5. Therefore,
W(G\ F) < p(G\ E) + u(E\ F) < =.

(ii) = (iii). For each n € N, choose F, C E C G, such that u(G, \ F,) < L by (ii).
Let A = U,enFrn and B = (),,cyGn. Then A is an F; set, B is a G5 set, A C E C B, and
u(B\ A) =0.

(iii) = (i). Suppose (iii) holds. Then we may write E = AU N, where A is an F,, set and
N =FE\ACB\A. Since p is complete and Borel(R) C M,,, we have E € M,,.
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(3) Let E € M, and let € > 0. Then by (1), there exists a closed set F' C E such that
w(E\F) <e Let F, = Fn[-n,n| for n € N. Then F, is compact, F; C I, C ..., and
F = U,en Frn- Therefore, by continuity of u from below, u(F,) — u(F) as n — oo. Hence,
sup{u(K) : K C E compact} > pu(F) > u(E) —e. O

Chapter Notes

The construction of Lebesgue—Stieltjes measures presented in this chapter is along the same
lines as in the book of Folland [2, Sections 1.4 and 1.5]. A similar approach is taken in [9, Section
3.3] and [10, Sections 1.7.1-1.7.3].

Exercises

5.1 Confirm that the examples given in Example 5.7 are m-systems or A-systems as claimed.

5.2 Let X be a set. Suppose P is a w-system containing X. Let F be a family of functions from
X to R with the following three properties

(1) for every E € P, one has 1y € F;

(2) the space of functions F is a real vector space: if f,g € F and ¢ € R, then c¢f + g € F;

(3) if 0 < f1 < fo < ... is an increasing sequence in F and f = lim,_,~ f is bounded, then f € F.

Prove that F contains every bounded o(P)-measurable function.

5.3 A family of sets C C (X)) is called a monotone class if it is closed under countable monotone
unions and intersections. That is,
o if (Ay)nen is a sequence in C and Ay € Ay C ..., then |J, oy An € C, and
o if (By)nen is a sequence in C and By 2 Ba O ..., then [,y Bn €C.
The goal of this problem is to prove the monotone class theorem.
(a) Show that a family of sets is a o-algebra if and only if it is both an algebra and a monotone
class.
(b) Show that the intersection of a family of monotone classes is a monotone class.
(¢) Let C be a monotone class. Show that C' = {F C X : X \ F € C} is also a monotone class.
(d) Let C be a monotone class. Show that Cp = {F C X : EUF € C} is also a monotone class for
every £ C X.
Let A C Z(X) be an algebra on X, and let C(.A) be the monotone class generated by .A. (This
monotone class is well-defined by part (b).)
(e) Use part (c) to show that C(A) is closed under complementation.
(f) Use part (d) to show that C(A) is closed under finite unions.
(g) Deduce the monotone class theorem: C(A) = o(A).

5.4 Let (Q,F,P) be a probability space, and let X :  — R be a measurable function (called a
random variable in probability theory). Prove that the cumulative distribution function Fx : R —
[0, 1] defined by F(z) = P(X < x) determines the measure induced by X, Px : Borel(R) — [0, 1]
defined by Px(A) = P(X~1(A)).

5.5 Let u be a locally finite Borel measure on R with distribution function F'. For x € R, define
F(x~) = lim,_,,~ F(y). The limit exists since I is an increasing function.

(a) Show that u({z}) = F(x) — F(z™).

(b) Deduce that p is a continuous measure if and only if F' is a continuous function.

5.6 Let A : Borel(R) — [0, oo] be the Lebesgue measure on the Borel subsets of R. Let p be another
Borel measure on R such that

(1) for all A € Borel(R) and z € R, pu(A + z) = p(A), and
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(2) 0 < p((0,1]) < oc.
Show that there is a number o > 0 such that p = aA.

5.7 Let A be the Lebesgue measure on R, and let F be a Lebesgue measurable set. Prove: if
A(E) > 0, then E contains a non-measurable set.

5.8 Let A be the Lebesgue measure on R.

(a) For aset A C R, let A— A be the set of differences A—A={z—y:z,y € A}. Showtc A— A
if and only if AN(A+t)#0.

(b) Let A be a Lebesgue-measurable set with A\(A) > 0. Show that A — A contains an interval
around 0.

(c) Suppose (H,+) C (R, +) is a proper subgroup that is Lebesgue measurable. Prove A\(H) = 0.

5.9 Let u be a Lebesgue—Stieltjes measure on R with u(R) < co. Let p* be the associated outer

measure p*(E) = inf {3>°, pi((an,bn]) : E C U, en(an,bn]}. Define the inner measure of a set

E CR by pu(E) = u(R) — 1 (R \ E).

(a) Show that p.(F) =sup{u(K): K C E compact}.

(b) Prove that a set £ C R is y-measurable if and only if u*(E) = p.(E).
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CHAPTER 6

Borel Measures on Locally Compact Hausdorff Spaces

In the previous chapter, we constructed locally finite Borel measures on the real line. This is
already sufficient for many purposes in probability theory, where the structure of the underlying
measure space is often insignificant and the main object of study is (real-valued) random variables.
However, in other contexts, the underlying structure of the measure space may play a prominent role
(for example, if one is interested in measures on manifolds), and for this, we need additional tools
to construct measures on more general topological spaces. The goal of this section is to construct
Borel measures on locally compact Hausdorff spaces that are “compatible with the topology” in a
sense that will be made precise below.

1. Locally Compact Hausdorff Spaces

DEFINITION 6.1

A topological space X is
o Hausdorff if every pair of points can be separated by open sets: if z,y € X and
x # y, then there are open set U 2 x and V' 3 y such that UNV = (;
e [ocally compact if for every point has a compact neighborhood: for x € X, there is
an open set U and a compact set K such that x € U C K.
If X is both locally compact and Hausdorff, we say X is a locally compact Hausdorff space
or an LCH space for short.

Examples of locally compact Hausdorff spaces include:
e the unit interval [0, 1]
e the middle-thirds Cantor set
e Euclidean space R? for d € N
e topological manifolds
e discrete spaces
Non-examples include:
e the rational numbers Q (not locally compact)
e infinite-dimensional real or complex vector spaces (not locally compact)
e an infinite set with the co-finite topology (not Hausdorff)

Let X be an LCH space and f : X — C a continuous function. The support of f is the set

supp (f) = {f # 0}.
We say that f is compactly supported if supp (f) is a compact subset of X.
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NOTATION. We denote the space of compactly supported continuous functions on a topological
space X by Cq(X).

2. Radon Measures and the Riesz Representation Theorem

DEFINITION 6.4

Let X be an LCH space. A Borel measure p on X is a Radon measure if p is
e LOCALLY FINITE: p(K) < oo for every compact K C X;
® OUTER REGULAR: for every Borel set £ C X,
p(E) =inf{u(U) : U is open and E C U};

and
e INNER REGULAR ON OPEN SETS: for every open set G C X,

p(G) = sup{p(K) : K is compact and K C G}.

Let X be an LCH space, and suppose p is a Radon measure on X. Given f € C.(X), we have

|f| di < sup |f ()] - p (supp (f)) -
X rxeX

The quantity sup,cx |f(z)| is actually a maximum and is finite by the extreme value theorem,
while g (supp (f)) < oo since p is locally finite. Hence, C.(X) C L'(u). Integration against the
measure 4 thus induces a positive linear functional on C.(X).

A linear functional on C¢(X) is a linear map ¢ : Co(X) — C. We say that a linear functional
¢ : Co(X) — C is positive if o(f) > 0 for every f € C.(X) with f > 0.

It turns out that all positive linear functionals on C.(X) arise via integration against a measure.

THEOREM 6.6: RIESZ REPRESENTATION THEOREM

Let X be a locally compact Hausdorff space. Given a positive linear functional ¢ : C.(X) —
C, there exists a unique Radon measure p such that

o(f) = /X f dy (6.1)

for every f € C.(X).

3. Topological Lemmas

Let X be an LCH space. Suppose K C X is compact, U C X is open, and K C U. Then
there exists an open set V' C X such that V is compact and K CV CV CU.

Proor. We first handle the case K = {z}. Since X is locally compact, there is an open
neighborhood W C X such that x € W and W is compact. If W C U, then we are done.
Suppose W € U. Then L = W \ U is a compact set, and z ¢ L. For each point y € L, let
V, and O, be open sets such that z € V,, y € O,, and V;, N1 O, = 0. (The sets V, and O,
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exist, since X is Hausdorff.) By compactness of L, there is a finite collection yi,...,y, € L such
that L C U;LZI Oy,. Let V. =Wn ﬂ?zl Vy;- Then V is open, z € V, and V C W is compact.
Moreover, if z € V, then z € Vyj for every j € {1,...,n}. Hence, 2z ¢ Oy, so z ¢ L. Therefore,
VCW\LCU.

Suppose now that K is an arbitrary compact set. By the above, we may find open sets V,
x € K, such that z € V, C V, C U. By compactness, there is a finite subcover z1,...,2, € K
such that K C |Jj_; V. We then take V = JI_; Vi;. O

COROLLARY 6.8

Let X be an LCH space. Suppose K C X is compact, Uy,..., Uy C X are open, and
K C UT]YZI U,. Then there exists open sets V,, € X such that V,, C U, is compact and

K CUN| V.

PrROOF. We do a proof by induction on N. The base case (N = 1) is Lemma 6.7. Suppose
the statement holds for some N € N, and let K be a compact set and Uy, ...,Uny1 an open
cover of K. Let K1 = K \ Uy41. Then K; is a compact set covered by Uy, ..., Uy, so by the
inductive hypothesis, there exist open sets Vi,. .., Vy such that V,, C U, is compact for n < N
and K7 C Ui:[:1 V. Now let Ky = K\ (UnN:1 V). Then K3 is a compact subset of Uy41, so by
Lemma 6.7 there exists an open set V1 such that Vy,1 C Uy, is compact and Ko C V1.
Then K C UNJrl Vi, so the corollary holds by induction. O

n=1

LEMMA 6.9: URYSOHN’S LEMMA FOR LCH SPACES

Let X be an LCH space. Given a compact set K C X and an open set U C X with K C U,
there exists a compactly supported continuous function f : X — [0, 1] such that f =1 on K
and supp (f) C U.

PRrROOF. Let K be a compact subset of X and U C X an open set with K C U. By Lemma 6.7,
let V be an open set such that V' is compact and K CV CV C U. We construct a function f

supported on V in terms of its sub-level sets. B
Let K(1) =K, V(0)=V. Put V(1) =0 and K(0) = V.

There are families of open sets V' (r) and compact sets K (r) indexed by dyadic
rationals r € [0, 1] such that
e for every dyadic rational r € [0, 1], V(r) C K(r), and
e for dyadic rationals r, s € [0, 1], if 7 > s, then K (r) C V (s).

We will prove the claim by induction on the denominators of dyadic rationals. By Lemma
6.7, let V(1/2) be an open set such that K(1/2) = V(1/2) is compact and K = K(1) C
V(1/2) C K(1/2) CV(0)=V.
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Suppose we have constructed sets V(r) and K(r) with the desired properties for dyadic
rationals r € (0,1) with denominators 2" for n < N. Let r € (0,1) by a dyadic rational
with denominator 2%V, say r = 21\7 , 7 € {1,...,2Y71}. By the induction hypothesis, we

have a compact set K (2N 1) and an open set V' <2N 1) such that K (21\7 1) cVv <2N 1)

Applying Lemma 6.7, we then obtain an open set V(r) such that K(r) = U(r) is compact,
and K <2N 1) CV(r)CK(r)CV (2N 1) The claim thus holds by induction.

Define f(z) =0if = ¢ V(0) and f(x) = sup{r > 0:x € V(r)} otherwise. By construction
K = K(1) C V(r) for every dyadic rational r € [0,1), so f = 1 on K. Moreover, supp (f) C
K(0) CU. It remains to show that f is continuous.

For a € R,
0, if a > 1;
{f>ay=qU,V(r), if0<a<l;
X, if a < 0.

The function f takes values between 0 and 1, so the cases a < 0 and a > 1 are immediate.
Let 0 < a < 1. Suppose z € X and f(z) > a. Then by the definition of f, there exists r > a
such that € V(r). Hence, z € |J,-, V(r). Conversely, if z € | J,., V(r), then f(x) > r > a.

r>a r>a

For b € R,
X, if b>1;
{f <} = U (X \K(r), £0<b<;
0, if b <0.

As in the previous claim, since f takes values in the interval [0, 1], the cases b > 1 and b <0
are immediate. Let 0 < b < 1. Suppose f(z) < b. Taking s € (f(x),b), we have x ¢ V(s).
Let r € (s,b). Then since K(r) C V(s), we conclude = ¢ K(r). Hence, z € J, (X \ K(r)).
Conversely, if x ¢ K (r) for some r < b, then x ¢ V (s) for s > r, so f(z) <r <b.

Combining Claims 2 and 3, for any a,b € R, the set {a < f < b} is an intersection of two
open sets and therefore open. Thus, f is continuous. O

NOTATION. For a compact set K C X and a function f : X — [0,1], we write K < fif f =1
on K. Given an open set U C X and a function f : X — [0, 1], we write f < U if supp (f) C U.
With this notation, the conclusion of Urysohn’s lemma reads K < f < U.

COROLLARY 6.10: PARTITION OF UNITY

Let X be an LCH space. Let K C X be a compact set and Uy,..., Uy € X an open cover
of K. Then there exist compactly supported continuous functions h, : X — [0, 1] such that

hp < Uy for each n € {1,..., N} and ZnNzlhnzlon K.
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ProOOF. First apply Corollary 6.8 to obtain open sets Vi, ..., Vy such that V,, C U, is compact
and K C ngl Vp,. Then by Urysohn’s lemma, let f, € C.(X) with V,, < f, < U,. Define
hi = fihe == fi)fo,...,hn = (1= f1)...(1 = fn—1)fn. Foreach n € {1,..., N}, hp < fr,
so h, has compact support, and h,, < U,. Moreover, it can be checked by induction on N that

N N
> hn=1-T]0 = fo).
n=1 n=1
For 2 € K, at least one of the functions f,(z) is equal to 1, so S h,(z) = 1. O

Let X be a locally compact Hausdorff space, and suppose p is a Radon measure on X. Then
for any open set U C X,

M(U)=Sup{/deu:f€Cc(X)70§f<U}-

Proor. Clearly un(U) > [y f dp for any f € Cc(z) with 0 < f < 1y. Let us prove the reverse
inequality. Let ¢ < u(U) be arbitrary. Then by inner regularity of 1z on open sets, there exists
a compact set K C U such that u(K) > ¢. Then by Urysohn’s lemma, there is a continuous
function f € C.(X) such that K < f < U. By monotonicity of the integral, we then have

/fdMZM(K)>C-
X

O
4. Proof of the Riesz Representation Theorem
PROOF OF RIESZ REPRESENTATION THEOREM. We will carry out the proof in several steps.
STEP 1. Uniqueness. ]

Suppose p and v are two Radon measures satisfying (6.1). By Lemma 6.11, g and v must
agree on all open subsets of X. But then by outer regularity, 4 and v agree on all Borel sets.

STEP 2. Defining an Outer Measure. ]

Motivated by Lemma 6.11, we define
m(U) =sup{p(f) : f € Ce(X),0 < f < U}
for open subsets U C X, and let
p*(E) =inf{m(U) : U is open and E C U}
for £ C X.
We must check that p* is an outer measure. That p*(0)) = 0 and p* is monotone are both

easy consequences of the definition of p*. Suppose (E,)nen is a countable family of subsets
of X. We want to show
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o
(Ue) <
neN n=1

If the sum diverges, there is nothing to show, so assume the sum is finite. Let € > 0 be
arbitrary. Take (Up)nen open sets such that E, C U, and p*(E,) > m(U,) — 27 "e. Let
J € Ce(X) with 0 < f < |, ey Un- Since the sets (Up)nen are open and supp (f) is a compact
set, there exists N € N such that supp (f) € J_, Un. By partition of unity (Corollary 6.10),
let hy,...,hy € Co(X) such that h, < U, and Zﬁle hy, =1 on supp (f). Letting f,, = f- hy,
we have f = 27]:[:1 fn. Therefore,

N N [e%9) [e'e)
() =D elfa) <Y mUn) <> m(Un) <Y 5 (En) +e.
n=1 n=1 n=1 n=1

Taking a supremum over all such f, we conclude

w* <U En> <m (U Un> :sup{w(f):fECc(X),O§f< U Un} < Z,u*(En)+€.
n=1

neN neN neN

Since € was arbitrary, this proves that p* is countably subadditive and therefore an outer
measure.

STEP 3. Borel Sets are p*-Measurable.

By Carathéodory’s theorem (Theorem 5.24), the family of p*-measurable sets is a o-algebra,
so it suffices to check that every open set is p*-measurable. Let U C X be an open set. We
want to show

WH(E) > p*(ENU) + i (E\U) (6.2)
for every E C X with p*(F) < oco. Let E C X be any set with p*(E) < co. Let € > 0 be
arbitrary, and choose an open set V' C X with £ C V and p*(E) > m(V) —e. Theset VNU
is open, so choose a function f; € C.(X) with 0 < f; < VNU such that p(f1) > m(VNU)—e.
Let K = supp(f1), and then choose a function fo € C.(X) with 0 < fo < V' \ K such that
©(f2) >m(V \ K) —e. Then

P (E)>m(V)—e>p(fi+fa)—e>mVNU)+m(V\K)—3c > p (ENU)+p* (E\U) —3e.
Taking € — 0 gives (6.2).

We can now define a Borel measure u by u = u*[Borel( X)-

STEP 4. Regularity of u.

The measure p is outer regular by construction. We will check that it is also inner regular
on open sets. Let U C X be open, and let ¢ < pu(U). By the definition of p, there exists
a function f € C.(X) with 0 < f < U such that ¢(f) > c¢. Let K = supp(f). We claim
w(K) > ¢(f) > c. From the definition of p, it suffices to show: if V' O K is open, then there
exists a function g € C.(X) with 0 < g < V with ¢(g) > ¢. But this is immediate upon
taking g = f.

STEP 5. Local Finiteness.
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Let K C X be compact. We want to show p(K) < oco. It suffices to find an open set U O K
with m(U) < oo. Since X is locally compact, there exists an open set U D K such that U is
compact (see Lemma 6.7). Let f € C.(X) with U < f. Suppose g € C.(X) with 0 < g < U.
Then f—g >0, so ¢(g) < ¢(f). Thus,

m(U) = sup{e(g) : g € Ce(x),0 < g < 1,supp(g) C U} < o(f) < .

STEP 6. Proving the Identity (6.1).

Let f € C.(X), and let K = supp(f). By decomposing f into real and imaginary parts, then
positive and negative parts and scaling, we may assume 0 < f < 1. Given N € N, we decom-
pose K = [_]nNZOKn, where Ko = {z € K : f(z) =0} and K,, = {z € K : f(z) € (%, %]}
forn>1. Forne {1,...,N}, let
0, ife e Kyp,m<n
falz) = ¢ f(x) — "T_l, ifze K,
L ifx e K,,,m > n.

N
Then f, € Co(X) and f = Zﬁle fn. Moreover, || o K, < Nf, < |

therefore estimate (f) and [ f du as follows:

1O 1O
SWI(TENERUERS W (TS

K,,. We can

m>n m>n

m>n
and
1 1 &
— K g/ dp < — K
W)« frans g X L

All that remains is to check that the two sides of the inequality become arbitrarily close as
N — 00. Observe:

1 < 1 < 1 Y 1
T3 (U ) =3 2 (U ) = ot =
n=1 m>n n=1 m>n n=1

and pu(K) < oo by Step 5. Therefore, taking N — oo and applying the squeeze theorem, we
conclude

/Xf dp = ¢(f).

Let R : C.(R) — C be the functional induced by Riemann integration. That is, if f :
R — C with compact support, say supp(f) C [a,b], then R(f) = fab f(z) dx. The measure

representing the functional R is the Lebesgue measure on R.

Exercises

6.1 Let X be an LCH space, and let p : Borel(X) — [0, 00| be a Borel measure on X. Prove the
following are equivalent:
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(i) u(K) < oo for all K C X compact;
(ii) for every z € X, there exists an open set U C X with « € U such that u(U) < oc.

6.2 (a) Show that the Dirac functional dy : C(]0,1]) — C defined by do(f) = f(0) is not of the
form

1
i) = [ gt a
for a function g € C([0,1)).
(b) Define a positive linear functional ¢ : C([0, 1]) — C by

1
v(f) = f(o);f(l) +/0 tf(t) dt.

Determine the measure p corresponding to v, and calculate p([0, 1]).

6.3 In this exercise, we will construct a Haar measure on the circle T = R/Z. For this, recall
that one can identify functions f : T — C with 1-periodic functions F' : R — C (i.e. we require
F(x + 1) = F(x)). Furthermore, f is continuous (measurable) if and only if F' is continuous
(measurable). We define a measure m on T by requiring that

/dem:/OlF(x) do

where f and F are continuous functions corresponding to each other. Justify that m is well-defined
and show that m is a Haar measure on T.

6.4 This exercise shows that the locally finite assumption cannot be removed in Theorem 9.5. We

consider the (Alexandrov) one-point compactification of N, i.e. the topological space (X, 7) with

X =NU{oo}and 7={U C X : U CNor U° is finite}.

(a) Show that (X, 7) is a compact Hausdorff space in which every subset is o-compact. Check that
the Borel o-algebra is Borel(X) = Z(X).

(b) Let pu: Z(X) — [0,00] be the counting measure. Prove that p is inner regular but not outer
regular.
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CHAPTER 7

Products of Measure Spaces

Let (X,B) and (Y,C) be measurable spaces. A measurable rectangle in X x Y is a set of
the form B x C such that B € B and C € C. The product o-algebra B® C on X x Y is the
o-algebra generated by measurable rectangles.

REMARK. The product can also be defined in a category-theoretic way. Let mx : X X Y be
the projection onto the first coordinate, mx(z,y) = x, and let my : X X Y be the projection
onto the second coordinate, my(z,y) = y. The maps mx and 7y are easily checked to be
measurable maps defined on (X x Y,B ® C). The product measurable space (X x Y,B® C)
satisfies the following universal property (see Figure 7.1): for any measurable space (Z, D) and
any measurable functions f : 7 — X and g : Z — Y, there is a unique measurable function
h:Z — X xY such that mx oh = f and my o h = ¢g. This universal property characterizes the
product space (X x Y, B ® C) uniquely up to isomorphism.

FI1GURE 7.1. Universal property of product spaces.

DEFINITION 7.2

Let (X,B,u) and (Y,C,v) be measure spaces. A measure p : B® C — [0,00] is a product
measure of p and v if p(B x C) = u(B)v(C) for every B € B and C € C.

Let (X, B, ) and (Y,C,v) be measure spaces. There exists a product measure p : B® C —
[0, 00]. Moreover, if 1 and v are o-finite, then there is a unique product measure.

The uniqueness part of Theorem 7.3 follows by the m-A theorem, so we present its proof first.

PROOF OF UNIQUENESS OF PRODUCT MEASURE FOR 0-FINITE SPACES. Suppose (X, B, ) and
(Y,C,v) are o-finite measure spaces, and suppose p1, p2 : B® C — [0, 00| are product measures
of  and v. We want to show that p; = pa. We will use the 7-A theorem.

The family R of measurable rectangles is a m-system (see Example 5.7 and Exercise 5.1).

71



Since g and v are o-finite measures, we may write X = UnEN X, with X; C X5 C ... such
that (X,) < oo and Y = J,cnYn with Y1 € Y3 C ... such that v(Y;,) < co. Define a family
L={FeBxC:p(EN(X,xY,))=p(EN(X,xY,)) for every n € N}.

By the same argument as in the proof of Corollary 5.14, £ is a A-system on X X Y.
Moreover, R C L. Indeed, if E = B x C is a measurable rectangle, then F N (X, xY,,) =
(BN X,)x (CNY,) is also a measurable rectangle for every n € N, so

m(EN(X,xY,))=puBnX,)r(CNY,) =p(EN(X, xYy))
by the definition of a product measure.

Thus, by the 7-\ theorem, £ O o(R) = B® C. Applying continuity from below of the
measures p; and ps, given an arbitrary measurable set £ € B ® C, we have

p1(E)= lim py (EN (X, xY,)) = lim py (EN (X, xY,)) = p2AE).
n—00 Nn—0o0

That is, p1 = pa. U

The preceding proof shows that it makes sense to talk about the product measure of a pair of
o-finite measures.

For the existence part of Theorem 7.3, several different constructions of product measures
are possible, and in the case of non-o-finite spaces, different constructions may produce different
measures.

1. Cross-Sectional Product Measures and the Fubini—-Tonelli Theorem
DEFINITION 7.4
Let X and Y be sets, and let (z,y) € X x Y.
e for aset F C X x Y, the x-section E, and the y-section EY of E are defined by
E;,={veY:(z,v) € E} and EY={ue X :(u,y) € E}.

e for a function f defined on X x Y, the x-section f, and the y-section fY of E are
defined by

fm(v) = f(x?v) and fy(u) = f(uay)'

REMARK. If E C X x Y, then we have the identities (1g), = 1g, and (1g)¥ = Lgw.

PROPOSITION 7.5

Let (X, B) and (Y,C) be measurable spaces.

(1) f E€ B®C, then E, € C for every x € X and EY € B for every y € Y.
(2) If f is a (B®C)-measurable function on X x Y, then f, is C-measurable for every z € X
and fY is B-measurable for every y € Y.

PrOOF. (1) Consider the family
F={ECXxY:E;€eC forevery z € X and EY € B for every y € Y'}.
Then F contains all measurable rectangles, since

C, ifze B;
B ;E: ) b
(B xC) {@, ifx ¢ B,

B, ifyecC;

0, ifyéecdC. (7.1)

and (BxC)Y = {
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Moreover, since taking cross-sections is compatible with (countable) unions and complements,
F is a o-algebra. Hence, B® C C F, which proves (1).

(2) This follows from (1) by noting that pre-images are compatible with cross-sections in
the sense that (f;)"'(E) = (f~1(F)); and (fY)"YE) = (f~Y(E)). O

THEOREM 7.6

Let (X, B, u) and (Y,C,v) be measure spaces.
(1) If v is s-finite, then the map = — v(E;) is measurable, and p : B&C — [0, oo] defined by

p(E) = /X v(Ey) du(z)

is a product measure of y and v.
(2) If p and v are both s-finite, then

/XI/(E:E) du(z) 2/ p(EY) dv(y)

Y
for every E € B® C.

PRrROOF. (1) Suppose v is s-finite.

The map x — v(E,) is measurable.

We can write v =Y > | v, for some finite measures v, : C — [0,00). Since a countable sum
of measurable functions is measurable, it suffices to prove measurability under the stronger
hypothesis that v is finite.

Consider the family of sets

L={ECX XY :x2w~ v(E,)is measurable} .

Using (7.1), we see that £ contains the w-system of measurable rectangles. By the -\
theorem, it therefore suffices to prove that £ is a A-system.

The set X x Y is a measurable rectangle so belongs to L.

Suppose E € L. Noting that (X xY)\ E), =Y \ E,, we have that

V(X xY)\ E)e) = v(Y) - v(Ex)

is measurable, so (X xY)\ E € L.
Finally, if (E,)nen is a sequence of pairwise disjoint elements of £ and F = | |
then

neN En’

v(Ey) = Z v((En)z)
n=1

is measurable, so E € L.

Measurability of = — v(E,) means that p is a well-defined function.

p is a measure on (X x Y, B® C).




Since 0, = 0 for every z € X, we have

p(@)—/XV(@)du—/XOdu—O-u(X)—O-

Suppose (Ey,)nen is a sequence of pairwise disjoint measurable subsets of X x Y. Then

0 <|E|NE> = v (IglN(E)> dp(x)
=/ 3 (B0 ot
s
- YE

n=1

I

In step (x), we used Theorem 3.12.
p is a product measure of u and v.

Let B € B and C € C. As noted previously (see (7.1)), (B® C), = C if x € B and
(B (C), = 0if z ¢ B. Hence, the function z — v((B ® C),) is a simple function, and
integrating with respect to p gives

B % C) = [ V(B C).) dutz) = v(C) - w(B) + v(0) - u(X\ B) = u( BW(C).
(2) Now suppose p and v are s-finite. Let

() = [ v duta)  and pa(B) = [ (B dut).
P1 = P2
Write p = > 07, un and v = Y 02 | vy, for some finite measures i, v,. Then by Theorem

3.12,
> / B2) i)t ()= 3 [ty bty 72

For each m,n € N, the measures

Prmn(E) = /X va(Es) () and  pygn(E) = /Y i (BY) dvn(y)

are product measures of p,, and v, (by Claims 1 and 2). But the product of (o-)finite
measures is unique, so pim.n = pP2,mn- Hence, by (7.2), p1 = pa.

O
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Given s-finite measure spaces (X, B, 1) and (Y,C,v), we call the product measure obtained

(]
by Theorem 7.6 the cross-sectional product measure and denote it by p ® v.

Theorem 7.6 extends to a result about integration of measurable functions on products of s-finite
measure spaces.

THEOREM 7.8: FUBINI-TONELLI THEOREM

Let (X, B, 1) and (Y,C,v) be s-finite measure spaces.
(1) (Tonelli) Let f: X x Y — [0,00] be a (B ® C)-measurable function. Then z — [, f dv
and y — [ fY du are measurable functions, and

/nyfd(“® /(/fa:y ) dv(y > dp(z /(/f:cy du(z )dv(y). (7.3)

(2) (Fubini) Suppose f € L'(u ® v). Then f, € L*(v) for p-ae. x € X, f, € L*(p) for
v-a.e. y € Y, the almost-everywhere defined functions z — [ fo dv and y — [y f¥ dp
belong to L!(p) and L!(v) respectively, and (7.3) holds.

ProOOF. (1) If f = 1 for some F € B®C, then (1) holds by Theorem 7.6. Hence, (1) holds
for simple functions. For general f, let (f,)nen be a sequence of simple functions such that
0<f1 <fy<...and f, — f pointwise as in Proposition 3.7. Then (f,), increases to f,
and (f,,)Y increases to fY, so (7.3) holds by repeated application of the monotone convergence
theorem.

(2) Let f € L'(u & v). By (1),

Jo My L/</LMdﬁ‘w ‘/</Lwd@¢w0

This integral is finite, so [ |f.| dv < oo for p-a.e. © € X and [ |fY| du < oo for v-ae. y €Y
by Proposition 3.20. That is, f, € L'(v) for p-a.e. x € X, and fY € L'(u) for v-ae. y €Y.
Moreover, by the triangle inequality for integrals,

St utar< [ ([ 1 av) duto) <o

and similarly for the iterated integral in the other order.
The identity (7.3) holds for the positive and negative parts of the real and imaginary parts
of f by (1), and these can be recombined to conclude (7.3) for the function f itself. O

Let A be the Lebesgue measure on R. For an integrable function f, the Fourier transform of
f is the function f R — R defined by f fR Ye2mi& dg. Given integrable functions
f and g, we define the convolution ( f *q) m) fR (y) dy. Then f* g is well-defined

almost everywhere, integrable, and ( f*g)&)=f (.5)/g\(§)



To see this, consider the function ®(x,y) = f(x —y)g(y). Since f and g are measurable,
® is also measurable. Moreover, by Tonelli’s theorem,

el e = [ 1ol ([ -las) a= ([ 1r1a) ([l ar) <.

Therefore, by Fubini’s thoerem, f * g is almost everywhere well-defined, integrable, and
satisifies

<f*g><s>—/< « g)(2)e 2T o

/ / f(z - )e 2T dy dx
= / / f(z —y)g(y)e > " da dy
/ / F(t)gly)e=2mEED) gt gy
= [ ezt a /R o) dy
= f(©)

(&)

As in the example above, the utility of Fubini’s theorem is often interchanging the order of an
iterated integral, and the product measure acts simply as an auxiliary object to justify this swap.
In practice, this means that we do not need to be particularly concerned by the fact that there may
be more than one product measure. The validity of the Fubini—Tonelli theorem for s-finite (and
not necessarily o-finite) measures has found applications in the theory of Markov processes [3].

2. The Maximal Product Measure

Let (X, B) and (Y,C) be measurable spaces. The intersection of measurable rectangles By x C
and Bg x (5 is again a measurable rectangle: (By x C1) N (Bg x Cy) = (B1 N By) x (C1 N Cy).
The complement of a measurable rectangle is a disjoint union of three measurable rectangles:
(BxC)¢=(B*xC)U(BxC U (B x C®). Thus, the family of measurable rectangles is a semi-
algebra on X x Y. We can therefore build a product measure using an outer measure construction
similar to what appeared in Section 3.

We may define an algebra

n
A= {U(Bl x Cy) :n €N,By x C1,...,B, x C, pairwise disjoint measurable rectangles} )

i=1
Given measures p : B — [0,00] and v : C — [0,00] on X and Y respectively, we define a premeasure

po on A by
o0 <|_|<B@- x @)) =" u(Bi)r(Cy)
i=1 i=1
We can then extend pg to an outer measure

= inf{ipg(An) tEC | An An € A}

neN
:inf{z,u ) EC | J(BnxCh),B,€B,Cy GC}
n=1 neN
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by Proposition 5.22. By Lemma 5.25, elements of A are p*-measurable, and so p = p*|gc defines

a product measure by Theorem 5.24. When it is ambiguous (i.e., when dealing with non-o-finite
max
spaces), we will denote this product measure by © ® v and refer to it as the mazimal product

measure of p and v. The reason for this terminology is the following theorem.

Let (X, B, 1) and (Y,C,v) be measure spaces. Then for every F € B® C,

(e mém v)(E) =sup{p(E) : p is a product measure of y and v}.
Moreover, if (u "B v)(E) < oo, then p(E) = (p ® v)(E) for every product measure p.

Let X =[0,1], B = Borel([0,1]), and let u be the Lebesgue measure on [0, 1]. Let Y = [0, 1]
also but with the o-algebra C = 22([0,1]) and counting measure v. Note that, since Y is
uncountable, v is not s-finite. However, p is (s-)finite, so can define a cross-sectional product
measure p : B® C — [0, 00] by

(E) = (BY) dv(y) = (EY).
p /YM y y%;u

max
To see that this is different than the product measure  ® v, consider the diagonal

A ={(t,t):t€]0,1]}.
Using the cross-sectional product measure, we have

p(A) =" u({y}) =0.

yey

Now let us compute the measure (u ® v)(A). Let (Bp x Cp)nen be a family of
measurable rectangles such that A C J,cn(Bn x Cp). Let S = {n € N: u(B,) = 0}, and
let £ = J,cgBn- Then F' = [0,1] \ £ has u(F') = 1, and Ap = {(t,t) : t € F'} satisfies
Ap € U,gs(Bn x Cp). Since u(F) =1, F is uncountable. But F' C [J,4gCn, so Cy, is
uncountable (in particular, infinite) for some ng ¢ S. Therefore,

;N(Bn)y(cn) > u(f:()) y(ino) = o0.

max

This proves (u ® v)(A) = oo.

PROOF OF THEOREM 7.10. Let p be a product measure of p and v and let £ € B®C. Suppose
(Bn % Cp)nen is a family of measurable rectangles such that E C J,cn(Bn x Cyn). Then by
countable subadditivity of p and the fact that p is a product measure, we have

p(E) < Zp<Bn x Cp) = Z/L(Bn)y(cn)'

max

Taking an infimum over such families, we conclude p(E) < (¢ ® v)(E). This proves the first
part of the theorem.

77



max

Suppose E € BRC and (1 ® v)(E) < co. Let € > 0. There exists a family (B, X Cy,)nen
of measurable rectangles such that £ C |J, cn(Bn x Cy) and

max

ZM(Bn)V(Cn) <(p ® v)(E)+e

Let A=, cn(Brn x Cy). By countable subadditivity and monotonicity,

[e.9]
max max max

(n® VE)<(p ® v)(A) <Y uBa)r(Co) < (n © v)(E)+e.
n=1

In particular, (u "® Vv)(A\ E) < e. By the first part of the theorem, it follows that p(A\ E) < e.

Define a sequence (A, )nen in the algebra A generated by measurable rectangles by A; =
By x Cy and A, = (B, x Cp) \ (A1 U...A,,_1) for n > 2. Then the sets (A )nen are pairwise
disjoint and J,cny An = A. Moreover, since the rectangles satisfy u(B,)v(Cp) < oo for every
n € N, additivity of the arbitrary product measure p implies that the value p(A4,,) is the same
for every product measure. Therefore,

p(A) =D p(An) =D (1 ® v)(An) = (1 ® v)(A).
n=1 n=1
Thus,
p(E) = p(A) = p(A\NE) > (b @ v)(A) —e.
Combining with the first part of the theorem, we conclude p(E) = (u % v)(E). O

Exercises

7.1 The goal of this exercise is to show that integration computes the “area under the curve”. Let
(X, B, i) be an s-finite measure space. Given a measurable function f : X — [0, 0], we may define
the region “under” f as the set

Ry ={(z,t) e X xR:0<t < f(x)}.
Let A\ be the Lebesgue measure on R. Prove:
(a) If f: X —[0,00] is measurable, then Ry € B ® Borel(R), and

/X fdp=(p® ) (Ry).
(b) If f: X — R is integrable, then

CS CS
/Xf d = (1 & N (Ryv) = (1 & N (Ry-):
7.2 Let X\ be the Lebesgue measure on R. Suppose A, B C R are Lebesgue-measurable sets such
that A(A), A\(B) > 0. Prove that there exists t € R such that A(AN (B —t)) > 0.

7.3 Let X = [0, 1] with the standard topology, and let Y = [0, 1] with the discrete topology. Define
a functional ¢ : C.(X X Y) — C by o(f) = Zye[o,l] fol f(z,y) dz, where the inner integral is
the Riemann integral. Let p be the Radon measure representing ¢. Is p a product measure of
AlBorel(jo,1)) @and the counting measure?
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Part 3

Additional Topics in Measure Theory






CHAPTER 8
LP Spaces

1. Topological Vector Spaces

DEFINITION 8.1

A topological vector space is a pair (V, 7) such that V is a (real or complex) vector space and
T is a topology on V such that

e the addition map V x V — V| (u,v) — u + v, is continuous, and

e the map K x V — V| (¢,v) + cv is continuous, where K is the field of scalars.

The Euclidean space V = R? with the standard topology is a topological vector space for
deN.

A typical means of defining a topology on a vector space is with a norm. Recall (Definition
3.18) that a norm on a vector space V' is a function ||-|| : V' — [0, 00) such that

® TRIANGLE INEQUALITY: |lu+ v|| < ||ul| + |Jv]| for all u,v € V;
e ABSOLUTE HOMOGENEITY: |cv|| = |c|||v|| for all v € V and all scalars ¢; and
e POSITIVE DEFINITENESS: if v € V and |[v|| = 0, then v = 0.

The triangle inequality and positive definiteness imply that the function d : V x V' — [0, 00) defined
by d(u,v) = |Ju — v|| is a metric on V', so we can endow V with this metric space topology.

DEFINITION 8.3

A normed vector space (V, ||-||) is a Banach space if it is complete (as a metric space).

The standard Euclidean norm on R, ie. |(z1,...,24)|| = /2% + -+ + 22, makes R? into a
Banach space.

One way of studying normed spaces (or more general topological vector spaces) is in terms of
linear functionals. We have already seen the utility of understanding linear functionals on a normed
space in the Riesz representation theorem, which described the positive linear functionals on the
normed space C.(X) as Radon measures on the underlying LCH space X.

DEFINITION 8.5

Let K be either R or C. Let (V, ||-||;,) be a normed vector space over K. A linear functional
is a linear map ¢ : V. — K. The dual space V* is the vector space of continuous linear
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functionals on V with norm

lelly« = sup |p(v)].
oy <1

PROPOSITION 8.6

Let V' be a normed vector space. Then the dual V* is a Banach space.

PROOF. We need to prove two things: (1) ||||;« defines a norm on V* and (2) (V*, [|-|ly+) is
complete.

|-l/+ is a norm on V*.

Let ¢, € V*. Then for v € V with |jv||;, <1, we have

(e + ) (V)] < lp@)] + (V)] < [l
so |||/« satisfies the triangle inequality.
Suppose ¢ € V* and ¢ € K. Then for v € V, we have |(cp)(v)| = |ep(v)] = |c|lp(v)].
Taking a supremum over v € V with ||v||\, < 1 gives absolute homogeneity of ||-||; ..
Finally, if ||¢||\« = 0, then ¢(v) = 0 for every v € V with |[v||;, < 1. Hence, for arbitrary

ve T 1Yy,

v € V\ {0}, we have ¢(v) = |[v]|y, ¢ (W) =0, s0 ¢ =0. Thus, |||\« is positive definite.

(V* Illy+) is complete.

Suppose (¢n)nen is a Cauchy sequence in V*. Then for v € V, the sequence (¢, (v))nen is
a Cauchy sequence in K, since |pn(v) — @om(v)| < |lon — @mlly= |||l Since the field K is
complete, we may define ¢(v) = lim, o ¢n(v) for every v € V. We must check that p € V*
and ¢, — @ in V*.

First, ||y« < limy—eo |@nlly« < 00, 50 ¢ € V* (see Exercise 8.2). Next, given v € V
with [lv],, <1, we have

|o(v) = @a(v)] = | lim_om(v) = @u(v)] < sup [pn(v) = @a(v)] < sup lem = @nlly- -
m> m>

Thus,

. ol < T ol =
limsup|le = ally- < lim sup flom = @ully. =0,

SO Yn — .

2. LP Norms

For the remainder of this chapter, we will focus on vector spaces of functions associated with a
measure space.

DEFINITION 8.7

Let (X, B, i) be a measure space.
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For 1 < p < o0, the LP norm of a measurable function f: X — C is the quantity

1/p
1l = ( [ s du) .

The (u-)essential supremum of a nonnegative measurable function f : X — [0, oo
is

ess sup(f) =inf{c>0: f <cp-ae}=inf{c>0: u({f >c}) =0}.

The L> norm of a measurable function f: X — Cis || f||,, = ess sup(]f]).
For 1 < p < oo, the LP space LP(u) is the space

L7(w) = {[fl : £, < oo},

where [f], is the equivalence class [f], = {g : X — C measurable : g = f p-a.e.}.

REMARK. If f,g : X — C are measurable functions and f = g p-a.e., then [y |f|P du =
S + |9|? dp, so the value of the LP norm only depends on the equivalence class and not the choice
of representative.

While for technical reasons, we view LP(u) as a space of equivalence classes of functions, it
is often more convenient to work with actual functions (i.e., representatives of the equivalence
classes). As long as we only perform “countable operations” on functions, we can safely pass
between the two different points of view, since the family of null sets is a o-ideal. For this reason,
it is standard practice in mathematics to write expressions like “f € LP(u),” and we will also
engage in this abuse of notation.

LEMMA 8.8

Let (X,B,u) be a measure space, and let f : X — C be a measurable function. Then
[F1 < 1S lloo p-ave.

Proor. Let M = ||f|l. If M = oo, there is nothing to show, so assume M < oo. By
the definition of the essential supremum, we have pu({|f| > M + 1}) = 0 for each n € N.
Taking a union over n € N and applying continuity from below of the measure u, we conclude
w({|f| > M})=0. That is, |f| < M a.e. O

One of the main goals of this chapter is to prove that ||-|[, defines a norm for every p € [1, oc]
and the vector space LP(u) is a Banach space.

3. Convexity and the Inequalities of Jensen and Minkowski

DEFINITION 8.9

Let V be a real vector space.

o A set C CV is conver if it contains the entire line segment between every pair of
points in C. That is, for every z,y € C and every t € [0, 1], one has tx+(1—t)y € C.

e Let C be a convex set. A function ¢ : C — R is conver if p(tx + (1 — t)y) <
to(z) + (1 —t)p(y) for all z,y € C and t € [0, 1].

By induction, one can show that convex sets are closed under convex combinations: if x1,...,z, €
C and Ai,..., A, > 0 are coefficients with 30, A\; = 1, then 377 ; \jz; € C. Similarly, if
f is a convex function, then its behavior on convex combinations is governed by the inequality
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@ (Z?:l )\jxj> < >77-1Aje(x;). This is the discrete version of a fundamental inequality for con-

vex functions known as Jensen’s inequality.

THEOREM 8.10: JENSEN’S INEQUALITY

Let (X, B, 1) be a probability space. Let f : X — I be an integrable function taking values
in an interval I C R, and suppose ¢ : I — R is convex. Then

so(/deu)s/X@ofdu.

PROOF. Let t = [ f dp € I. We want to show [y @ o f du > ¢(t).
If t € I, then f =t a.e., so po f=¢p(t)ae and [y o fdu=p(t).
Suppose t € int(I). By Exercise 8.3, let m € R such that

o(s) >m(s—t)+o(t) (Vsel).

Then
[ootaunz [ m(r=0+ o) du=m [ du-mt o) = ot
X X X

t
U

The central inequality for the LP norm is Minkowski’s inequality, which shows that [|-[|, is
indeed a norm.

THEOREM 8.11: MINKOWSKI’S INEQUALITY

Let (X,B,u) be a measure space, and let p € [1,00]. Let f,g : X — C be measurable
functions. Then
1f +gll, < N fll, + llgll, -

Before proving Minkowski’s inequality, let us confirm that it makes (LP(y), [-[|,) into a normed
vector space.

COROLLARY 8.12

Let (X, B, ) be a measure space, and let p € [1,00]. Then LP(u) is a vector space, and
[[[l, = LP (1) — [0, 00) is a norm.

PRrROOF. Let f,g € LP(u). (Technically, we should say [f],, [g], € LP(u), but this can become
notationally cumbersome and is not standard practice in mathematics; see the remark following
Definition 8.7.) By Minkowski’s inequality, ||f + g, < [[fll, + llgll, < oo, so f + g € LP(n).
Moreover, if p < oo, then given f € LP(u) and ¢ € C, we have

1/p 1/p
mm;(émmm& :Qwévww) — I I£1l, < oo, (8.1)

socf € LP(u). If p = oo, then we can similarly check that ||cf]|., = |c| ||f]|o- This proves that
LP(u) is a vector space. Minkowski’s inequality is the triangle inequality for the LP norm, and
(8.1) proves absolute homogeneity. Finally, ||-[|, is positive definite by Proposition 3.23 in the
case p < oo and by Lemma 8.8 when p = oo. O
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REMARK. The final line of the proof of Corollary 8.12 reveals why we want to view LP as a space
of equivalence classes rather than a space of functions: on the space of functions, ||-|, is only a
seminorm, but working with equivalence classes of functions turns ||-||, into a proper norm.

PROOF OF MINKOWSKI’'S INEQUALITY. We split the proof into two cases: p < co or p = co.

CASE 1. p< @ ]

Let B = {w : X — C measurable : [|w|[, < 1}. We will show that B is a convex set. Let
u,v € B and t € [0,1]. Then

/ [tu + (1 —t)v|P du < / (tu] + (1 —t)|v])? du (triangle inequality)
X X

< / (tul? + (1 —t)|v|P) du (x +— 2P is convex)
X
= tlullz + @ =) lvllp <1.

Now let f,g : X — C be measurable functions. If [|f, = oo or [|g[|, = oo, there is
nothing to prove. Moreover, if ||f||p =0, then f =0 a.e., so f + g = g a.e., and there is
nothing to prove. Similarly, there is nothing to show in the case that ||g|| » = 0. Thus, we may
1 £1l,,

assume 0 < [|f||,,,[lgll, < oo. Then u = ijllp’v = Hgg”p € B. Hence, letting ¢ = AT, gl Ve
have I+l
+
LTIt (1 o], < 1.
A1, + llgll,
CASE 2. p=o0 ]

By Lemma 8.8, the sets N1 = {|f| > |fll} and No = {|g] > ||gll..} are p-null sets.
Therefore, N = N7 U Ny is a null set. Suppose z € X \ N. Then

[f (@) +g(@)] < [f(@)] + 9(@)] <[ fllo + 9]l -
Therefore, {|f + g| > [|fllo + lglloc} € N is a null set, so [|f + gl < [[flloo + [19]lco-

4. Riesz—Fischer Theorem

Our next goal is prove that (LP(y), ||-[|,) is a Banach space.

THEOREM 8.13

Let (X, B, 1) be a measure space, and let 1 < p < co. Suppose (fn)nen is a Cauchy sequence
LP(u). Then there is a subsequence (fy, )ren that converges a.e. to a function f € LP(u)
and £~ £],, 0.

Proor. The strategy of the proof is to choose a subsequence along which f,, is “quickly
Cauchy” and then to show that “quickly Cauchy” sequences converge a.e. and in LP.
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Crami 1. There exists a subsequence n; < no < ... such that
—k
ank+1 _fnka <2 (8-2)
for every k € N.

We construct (ng)ren by induction. Choose ny € N such that

1
Sup. [ fos = Sl < 5

m>ny
Given nq, ..., ng, choose ng1 > ni such that
—(k+1
sup ank“ — fm”p < 2~ (k41
m2>ngy1
Then by induction, we have constructed a sequence ny < ng < ... satisfying (8.2).

Let gv = fapy — fn, for k € N, and let Gy = Z§:1 lgj|. By Minkowski’s inequality,
1Gell, < Z?:l lg;ll, < 1. Letting G = 3222, |g;|, we have by the monotone convergence

theorem that
/ GP dp = lim / GV dp < 1.
X k—o0 be
| i

Gk,

In particular, G < oo a.e., so the series g(z) = Z]Oil gj(z) converges absolutely for a.e. z € X.
Let f=g+ fn,-

CLam 2. f,, =+ faeask =+ o0 ]

Let S, = Zf;ll gj- Then S, — g a.e. (by the definition of g), so f,, +Sr — f a.e. as k — oo.
But expanding g;, the sum S, is telescoping and we have

fm + Sk = fm + (fm - fm) +eoet (fnk - fnk—l) = fnk'

Cram 3. || fn — fll, = 0. ]

Note that |fn, — f] = 2272511 9] < 2-j2k41 1951, so by Minkowski’s inequality, for n > n,

o0
1fo = Fllp < Ufo = Failly + I = fll, <275+ D 279 =2.27%
j=k+1

Therefore, || fn — fll, = 0 as n — oo.

CrLAaM 4. f € LP(u) ]

By Minkowski’s inequality, || f[[, < [[fall,+|lfa — fll,- The term |||, is finite, and || f, — fI|, <
1 for all large enough n.

O
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Let (X, B, 1) be a measure space. Suppose (fp,)nen is a Cauchy sequence L (u). Then there
exists a measurable set Xg C X such that u(X \ Xo) = 0 and (f,)nen is uniformly bounded
and uniformly Cauchy on Xy. In particular, (fy,),en converges a.e. and in L™ to a function
f € ().

Proor. Put
Xo= (VI < Ifallodn () Alfn = Finl < 1fn = Fnlloo} -
neN n,meN
uniformly bounded uniformly Cauchy

Since (fn)nen is uniformly Cauchy on Xy, we may define f(z) = lim,,_,o fr(z) as the (uniform)
limit of f,, on Xy. The values of f outside of X will not play any role, so let us set f(x) = 0 for
x € X\ Xo. Then f is measurable and uniformly bounded, so f € L*(u). Moreover, f, — f
uniformly outside of the null set X \ Xo, so || fn — flloo < supex, |fn(z) — f(z)] = 0. O

Combining Theorem 8.13 (for p < oo) and Theorem 8.14 (for p = o), we obtain the Riesz—
Fischer theorem.

THEOREM 8.15: RIESZ—FISCHER THEOREM

Let (X, B, jt) be a measure space, and let 1 <p < oo. Then (LP(u), [|-||,,) is a Banach space.

5. Holder’s Inequality

LEMMA 8.16: WEIGHTED ARITHMETIC MEAN-GEOMETRIC MEAN INEQUALITY

Let neN, z1,...,2, >0, and \,...,\, > 0 such that Z?Zl)\j = 1. Then

n n
I I Aj E :
xj S )\ja:j.
j=1 j=1

Proor. The function x — log x is strictly increasing, so if suffices to prove the inequality after
taking the logarithm of both sides. But z — —logx is also a convex function, so by Jensen’s
inequality,

n n n
—log Z)\ja:j < —Zx\j logz; = —log Hazj"
j=1 j=1 j=1

THEOREM 8.17: HOLDER’S INEQUALITY

Let (X, B, 1) be a measure space. Let f, g : X — C be measurable functions. Let p,q € [1, o0]
such that % + % = 1. Then

Ifglly < [1£1l, lglly -
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More generally, if n €N, fi,..., fn : X = C are measurable functions, and py, ..., p, € [1, 0]
such that 3 7, p =1, then
n n
L5 <TILsl, -
=1 ||, =1
Proor. Let n € N, let fi,..., fn : X = C be measurable functions, and suppose p1,...,p, €
[1,00] such that Z" i =1.1If ||fJH = 0 for some j, then f; =0 a.e., so H 1 fi=0a.e,

and there is nothing to prove We may therefore assume || f; || > 0 for all j. Now if || f; ||
for some j, then szl ||fpr} = oo, and again there is nothlng to prove, so we may assume
J

0 <[5l < o0
For each j, let u; = L so that f- =1. Let J={1 <j<n:p; =00}, and note that
I il J i =

luj| <1 a.e. for j € J. Moreover, 3.4, p% =1, so by Lemma 8.16,

wﬁﬂ /mww/nwwwmﬁj/wwwl
J

IR S

HUJHPJ-*

DEFINITION &8.18

The exponents p € [1,00] and ¢ € [1, 00| are called conjugate if % + % =1.

The only self-conjugate exponent is p = 2, and this provides the space L?(u) with the additional
structure of an inner product space. Namely, defining (-,-) : L?(u) x L?(u) — C by (f,g) =
S + Jg du, we have the following properties:

e CONJUGATE SYMMETRY: (f,g) = (g, f);
e LINEARITY IN THE FIRST ARGUMENT: (cf + g,h) = c{(f,h) + (g, h);
e POSITIVE DEFINITENESS: f # 0 = (f, f) > 0.

The norm induced by this inner product is the L? norm; that is, || f||, = (f, f). The special case
of Hélder’s inequality for L? functions is the Cauchy-Schwarz inequality: |{f,q)| < |Ifll51lgll,-
Complete inner product spaces (such as L?(u)) are called Hilbert spaces and have many advantages
over general normed spaces. For example, one can discuss orthogonality of elements of L?(x) and
work with orthonormal bases for the space. Also, Hilbert spaces are self-dual in the sense that every
linear functional on a Hilbert space can be represented as an inner product with a fixed element of
the Hilbert space. We will not discuss Hilbert spaces in more detail in this course, but they play
an important role in functional analysis and have many applications in physics.
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6. Convolutions and Young’s Inequality

DEFINITION &8.19

Let f,g : R — C be Lebesgue-measurable functions. The convolution of f and g is defined
by

(f*9)(x) = /R £z — 1)9(y) dy

when y — f(z — y)g(y) is integrable.

We saw in the section on Fubini’s theorem that the convolution of integrable functions is defined
a.e. and integrable (see Example 7.9). Young’s inequality provides a substantial generalization for
convolutions of functions from other LP spaces.

THEOREM 8.20: YOUNG’S INEQUALITY

Suppose 1 < p,q,r < oo and % —1—5 =1+ % Let f € LP(R) and g € L%(R). Then f x g is
defined a.e. and
I1f * gl < LF 1, llgllg -

PrROOF. When r = oo (i.e., p and g are conjugate), then f * g is defined everywhere and is
bounded by || f[|,, [lgl, by Holder’s inequality.

- 1 1 1 1 : .
For r < oo, defining new constants s,t by - =1 — 7 and y =1 — 5, we have the identity
ab = (aPb?)V/7 (aP)V/5 (b7)1/* (8.3)

for a,b > 0. Moreover, % + % + % =1, so the generalized Holder inequality applies. We leave the
details of the computations as Exercise 8.8.
O

Exercises

8.1 Show that a normed vector space is a topological vector space.

8.2 Let (V,]]-|ly;) be a normed space, and let ¢ : V' — K be a linear functional. Show that the
following are equivalent:

(i) ¢ is continuous;

(ii) ¢ is continuous at 0 € V;

(ili) ¢ is bounded, i.e. [l¢lly+ = supy,), <1 l¢(v)] < oc.

8.3 Let I C R be an interval, and let ¢ : I — R be a convex function. Suppose ¢ € int([). Show
that there is a number m € R such that for every s € I,
p(s) = m(s —t) + ¢(t).

8.4 Let (X, B, 1) be a measure space. Suppose f : X — C is a measurable function, and f € LP°(u)
for some po € [1,00) and f € L>(u). Show that || f||,, = limpe || f],-

8.5 Let p,q € (1,00) be conjugate exponents, and let f € LP(u). Show that

Ifll, = sup \ [ 19 du‘.

lglly<1
8.6
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(a) Let (X, B, u) be a probability space. Let f: X — C be a measurable function. Show that for
any 1 < p < g < oo, one has
£l < A1l -
(b) We denote by ¢P(N) the LP space associated to N with the counting measure. That is, /P(N) is
the space of sequences a = (a,)nen with 7 |a,|P < co, and the norm on the space is given
by llall, = (3_0Z, ]an|p)1/p. Show that for any 1 < p < ¢ < oo, one has

lall, > llal,
8.7 Suppose p,q € (1,00) are conjugate. Show that ¢P(N)* = ¢¢(N).
8.8 Complete the proof of Young’s inequality.

8.9 The goal of this problem is to show that almost everywhere convergence is a “non-topological”
notion of convergence.

(a) Let X be a topological space. Recall that a sequence (z,,)nen in X converges to x € X if and
only if for every open neighborhood U of z, there exists N € N such that z, € U for n > N.
Show that the following are equivalent:

(i) (zn)nen converges to x
(ii) every subsequence (2, )ren has a further subsequence (zn, )ien that converges to x

(b) Let (X, B, ) be a measure space, and suppose (f,)nen 1S a sequence of integrable functions
that converges in L!(u) to an integrable function f. Show that every subsequence of (f,)nen
has a further subsequence that converges p-almost everywhere to f.

(c) Define the typewriter sequence f, : [0,1) — {0,1} by

fi=1,
2= T3 fs = Tp)
Ja=Tpay fs =1y fo = Lz ey fr =11y,
fs =gy fo=1pay fo=1p sy fu =1 oz =1 oy fis = Ljg sy, fu =L oy, fis = Ly

The general term of the sequence is

for k = [logy(n)]. Let A be the Lebesgue measure on [0,1). Show that f, — 0 in L*(\), but
(fn(x))nen does not converge for any = € [0, 1).

(d) Conclude that there is no topology on the space of Lebesgue-measurable functions f : [0,1) —
R such that almost everywhere convergence with respect to Lebesgue measure agrees with
convergence in the topology.

90



CHAPTER 9

Regularity and Littlewood’s Principles

The British mathematician J. E. Littlewood laid out three principles for real analysis [5, Section
4.1]):
There are three principles, roughly expressible in the following terms: Every (mea-
surable) set is mearly a finite sum of intervals; every function (of class LP) is
nearly continuous; every convergent sequence of functions is nearly uniformly
convergent.

Littlewood’s principles were formulated in the context of the Lebesgue measure on R, but they
are in fact a useful guide to measure theory on very general spaces. To make sense of “intervals”
or of functions being “nearly continuous” requires a topology, so we will restrict to LCH spaces
with Radon measures to address the first and second principle. However, the third principle can
be substantiated in fully general measure spaces.

1. The First Principle: Approximation of Measurable Sets

Littlewood’s first principle can be recast as a statement about regularity of measures. Let us
first interpret it for the Lebesgue measure on R and then try to generalize. By Proposition 5.31,
if £ C R is a Lebesgue-measurable set, then for every € > 0, there exists an open set U C R
such that £ C U and \(U \ E) < . Approximating open sets by finite unions of intervals, we
deduce the following statement of Littlewood’s first principle (in the slightly more general context
of Lebesgue—Stieltjes measures).

PROPOSITION 9.1

Let u be a Lebesgue—Stieltjes measure on R, and suppose £ C R is a u-measurable set
with p(F) < oo. Then for every e > 0, there is a finite family of disjoint open intervals
(a1,b1),- .., (an,by) such that

u| EA Ll(aj,bj) < &,
j=1

PROOF. Suppose E is p-measurable with u(E) < co. Let € > 0. By outer regularity of u (see
Proposition 5.31), let U € R be an open set such that £ C R and (U \ E) < §. Now by Exercise
1.1, we may write U as a countable union of disjoint open intervals, say U = U;’;l(aj, b;). Then

[

applying continuity of u from below, there exists n € N such that u (U?zl(aj, bj)) > u(U) - 5.
Thus,

p | EA| (ay,0) | <pUNE)+p | UN| (a5b)) | <e.
j=1 i=1
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One application of Proposition 9.1 that we have already seen in Exercise 5.8 is Steinhuas’s
theorem.

THEOREM 9.2: STEINHAUS’S THEOREM

Let A be the Lebesgue measure on R. Suppose £ C R is a Lebesgue-measurable set and
AE) > 0. Then E— E ={z —y:z,y € E} contains an open interval around 0.

Another application is the Riemann—Lebesgue lemma from Fourier analysis.

THEOREM 9.3: RIEMANN-—LEBESGUE LEMMA

Let f € L'(R), and define (&) = Jg f(2)e=2™%% dg for £ € R. Then lime o0 Flo) =o.

PRrROOF. First suppose f = 17, where I = (a,b) is an open interval. Then for £ # 0,

b —2milb _ —27ila
ey — —2milx .. € €

In particular, |f(§)| < %, S0 f(g) — 0 as [¢] — oo. By linearity, the conclusion also holds for

finite (disjoint) unions of open intervals.

Now suppose f = 1 for an arbitrary measurable set £ C R with A(E) < co. Let ¢ > 0. By
Proposition 9.1, there is a set J that is a finite union of open intervals such that A(EAJ) < e.
Hence,

o~

1F )l =

<

/ 1g(x)e™ 2™ dy
R

/R]l(](x)e_%i& dx —l—/RUlE(J:) —1y(x)| dx.

—0 as |£]—0 MEAJ)<e

Therefore, by linearity, the conclusion holds for integrable simple functions.
Finally, suppose f € L'(R) is an arbitrary integrable function. Let ¢ > 0. Then there is a
simple function s € L'(R) such that | f — s||; < & (see Exercise 3.9). We then have
FOI< s +|(f =)&)
—— ——
—0 as |¢]—o0 <||f-sll;<e

O

Littlewood’s first principle has a natural generalization to second countable LCH spaces, which
can be used to prove versions of Steinhaus’s theorem and the Riemann—Lebesgue lemma in more
general topological groups. (We will work with second countable spaces in order to have sets playing
the role of intervals.) As preparation for stating a generalized form of Proposition 9.1, let us revisit
regularity properties of Radon measures in the context of second countable spaces.

PROPOSITION 9.4

Let X be a locally compact Hausdorff space, and let ¢ be a Radon measure on X. Then p is
inner regular on all o-finite sets. That is, if £ C X is a Borel set and £ = | J,,cy Ern, where
each set E, is a Borel set with pu(E,) < oo, then

u(E) = sup{u(K) : K is compact and K C E}. (9.1)

Proor. We will first handle the case that u(E) < co. Let € > 0. By outer regularity of u, there
is an open set U O E such that pu(U) < u(E) + 5. Applying outer regularity again, we may find
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an open set V' 2O U\ E such that u(V') < §. Since p is inner regular on open sets by assumption,
let K C U be a compact set with u(K) > u(U) — §. Then K \ V' is a compact subset of F, and

WEN\V) > p(K) — p(V) > p(U) — & > p(E) — .

But ¢ was arbitrary, so u(E) < sup{u(K) : K C E compact}.

Now we handle the general o-finite case. Write £ = |J, .y B with E, € X Borel and
wu(Ey,) < oo for each n € N. By the finite case above, there exist compact subsets K,, C E,, with
u(En \ Ky) < 27" For each N € N, we then have that ngl K, is a compact subset of E, and

() 2 (08) - S -(0)

n=1 n=1 n=1

Moreover, sup ey £ <U7]1V:1 En> = pu(E) = 00, s0 sup ey M (UnN:1 Kn) = o0 as desired. O

In second countable LCH spaces, locally finite measures are o-finite, so Proposition 9.4 says
that Radon measures are inner regular on all Borel subsets of second countable LCH spaces. (Recall
that the definition of a Radon measure only requires inner regularity on the open subsets of X.)
When a measure is both inner and outer regular on all Borel sets, we say that it is a regular Borel
measure. In Proposition 5.31, we showed that every locally finite measure on R is regular. This
extends to second countable LCH spaces.

Let X be a second countable LCH space or, more generally, an LCH space in which every
open set is o-compact. Then every locally finite Borel measure on X is regular.

ProOF. Let X be an LCH space in which every open set is o-compact, and let u be a locally
finite Borel measure on X. Since X is o-compact by assumption, the measure u is o-finite, so
it suffices by Proposition 9.4 to show that u is a Radon measure.

Because p is locally finite, compactly supported continuous functions are p-integrable, so
we may define a positive linear function I, : Co(X) — C by I,(f) = [y f du. By the Riesz
representation theorem, there is a unique Radon measure v such that I, (f) = [ [ dv for every
f € C.(X). Our goal is thus to show y = v so that p is Radon.

If U is open, then u(U) = v(U).

Let U C X be open. We may write U = |J, oy Kn for some compact sets K;,. Let f1 € Ce(X)
with Ky < f1 < U. Then construct inductively f,, € C.(X) such that U?:_ll supp (f;) U K, <
fn < U. Then 0 < f; < fo < ..., and f, — 1y pointwise. Thus, by the monotone
convergence theorem,

w(U) = lim frn dp = lim fn dv=v(U).
X X

n—oo n—o0

Write X = UneN K, with K,, compact. Then there are open sets V;, such that V,, is compact
and K, CV, by Lemma 6.7. Let X,, = U?:l V; so that X1 C Xy C ... is an increasing family

of open sets with compact closure such that (J,, .y Xn = X.
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The family £ = {E € Borel(X) : p(ENX,,) = v(ENX,) for every n € N} is
a A-system.

The proof is the same as Claim 1 in Corollary 5.14.

The family of open subsets of a topological space is a m-system, so combining Claims 1 and
2 with the 7\ theorem, we conclude that u(E N X,) = v(E N X,) for every Borel set E C X
and every n € N. Applying continuity from below, it follows that u = v. O

COROLLARY 9.6

Let X be a second countable LCH space, and let p : Borel(X) — [0, 00] be a locally finite
measure on X. Let U be a countable base for the topology on X. Suppose E € Borel(X) and
w(E) < 0o. Then for any £ > 0, there is a finite collection of basic open sets Uy, ...,U, € U
such that

ProoOF. By Theorem 9.5, the measure p is Radon. In particular, p is outer regular, so we may
follow the argument in the proof of Proposition 9.1. (]

2. The Second Principle: L? Functions are Nearly Continuous

There are (at least) two different ways in which L? functions are “nearly” continuous. One is
in terms of the LP norm.

ProroSITION 9.7

Let X be an LCH space, and let u be a Radon measure on X. Then for every p € [1,00),
C.(X) is a dense subspace of LP(u).

PROOF. Let p € [1,00).

STEP 1. Co(X) C LP(p). ]

Let f € Ce(X), and let K = supp (f) € X. Then
[ AP i < e e (1) < o
X rxeK

by the extreme value theorem and local finiteness of p, so f € LP(u).

We will show C.(X) is dense in LP(u) be approximating successively by more convenient
families of functions. Let S = {s: X — C : s is simple and p({s # 0}) < co}.

[ STEP 2. S is dense in LP(pu). ]
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Note that a simple function s = 29:1 ¢j1p; written in standard form has L” norm satisfying
Islly = >3-4 lejIPu(E;). Therefore, s € LP(u) if and only if u(F};) < oo for every j such that
¢; # 0. In other words, S is exactly the collection of simple functions that belong to LP(u).

Let f € LP(u) be arbitrary. Let (sp)nen be a sequence of simple functions such that
0<|s1] <|so] <--- < |f| and s,, — f a.e. (Such a sequence exists by applying Proposition
3.7 to the positive and negative parts of the real and imaginary parts of f.) Then |s,,—f|P — 0
a.e. and |s, — f|P < 2P|f|P, so by the dominated convergence theorem, s, — f in LP(u).

STEP 3. Cc(X) is dense in S (with respect to ||-|,)-

Given a simple function s = Z?Zl ¢jlg; € S, it suffices by Minkowski’s inequality to ap-

proximate each of the functions 1g;. Let E' € Borel(X) with u(FE) < oo, and let ¢ > 0. By
Proposition 9.4, the measure p is inner regular on E, and p is outer regular on all Borel sets,
so we may find a compact set K and an open set U such that K C E C U and p(U \ K) < e.
By Urysohn’s lemma, let f € C.(X) with K < f < U. Then since f = 1p =1 on K and
f=1g=0o0n X \U, we have

/X\f—]lE|de§u(U\K)<s.

0

Another sense in which measurable functions are nearly continuous is provided by Lusin’s
theorem.

THEOREM 9.8: LUSIN’S THEOREM, VERSION I

Let X be an LCH space, and let Y be a second countable topological space. Let u be a
regular Borel measure on X. Suppose f : X — Y is a Borel measurable function. Then for
any € > 0, there is a closed set £ C X such that u(X \ E) < ¢ and f|g is continuous.

Proor. Let U = {U, : n € N} be a countable base for the topology on Y. For n € N, let
B, = f~Y(U,) € Borel(X). Since u is regular, we may find F,, C B, C G, such that F, is
closed, G, is open, and pu(Gy, \ Fy,) < 27", Let E = X \ U,en(Gn \ Fr). Then pu(X \ E) <
Dot (Gn \ Fr) <e.

FE is closed.

For each n € N, the set G, \ F}, is a open, so J,,c(Gn \ F) is open. Therefore, E is the
complement of an open set, so F is closed.

f|E is continuous.

Let g = flg : E — Y. Then for each n € N,
g U)=B,NE=G,NE

is open in F, so g is continuous.
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| 0

It is important to note that Lusin’s theorem does NOT say that the set of points of continuity of
f has large measure. For example, 1g : R — R is a measurable function that is nowhere continuous.
However, we can give another interpretation of Lusin’s theorem , saying that measurable functions
(under some condition) agree with a continuous function outside of a set of small measure.

THEOREM 9.9: LusIN’S THEOREM, VERSION II

Let X be an LCH space, and let u be a Radon measure on X. Suppose f : X — C is
measurable and pu({f # 0}) < oo. Then for any £ > 0, there exists g € C.(X) such that

p({f #g}) <e.

One of the ingredients for the proof is the Tietze extension theorem (which we will not prove).

THEOREM 9.10: TIETZE EXTENSION THEOREM

Let X be an LCH space and let K C X be compact and U C X open such that K C U. If
f: K — C is a continuous function, then there exists g € C.(X) such that ¢ = f on K and

supp (g) C U.

Note that if f =1 on K, then we recover Urysohn’s lemma from the Tietze extension theorem.

PROOF OF LUSIN’S THEOREM, VERSION II. Let E = {f # 0}. Since E has finite measure, p is
regular on E by Proposition 9.4. Therefore, there exists a compact set K C E and an open set
U D E such that u(U \ K) < 5. Applying version I of Lusin’s theorem on the space K, there
exists a closed set C' C K with u(K \ C) < § such that f|c is continuous. Then by Tietze’s
extension theorem, there exists g € C.(X) such that ¢ = f on C and supp(g) C U. Hence,

{f#9} CUN\C,sou({f #g}) <e. O

3. The Third Principle: Convergent Sequences of Functions are Nearly Uniformly
Convergent

Now we turn to the third principle, expressed by Egorov’s theorem.

THEOREM 9.11: EGOROV’S THEOREM

Let (X,B,u) be a finite measure space, and let Y be a separable metric space. Suppose
fn : X — Y is a sequence of measurable functions that converges a.e. to a measurable
function f : X — Y. Then for any € > 0, there is a set £ € B such that u(E) < € and
frn — f uniformly on X \ E.

PROOF. For k,n € N, let B = Upon {d(fms f) = £}

For each k,n € N, we have E}, ,, € B.

It suffices to check that d(fy,, f) is a measurable function for each m € N. Let S C Y be
a countable dense subset. Then for y,z € Y, we have d(y,z) = infses(d(y, s) + d(z,s)).
For each s € S, let Dy : Y — [0,00) be the function Ds(y) = d(y,s). The function Dj is
continuous, hence Borel measurable. Thus,
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d(fmaf)zsigg(Dsofm‘f'Dsof)

is measurable by Proposition 2.11.
For any k € N, p (ﬂneN Ekn) =0.

The set ),y Ekn is the set of points z € X such that d(fm, f) > 1 for infinitely many
m € N. Hence, (", ey Exn € {7 € X : fu(x) /A f(2)} is a null set.

Since p is a finite measure, we may apply continuity from above and let ng € N such that
1(Ey ) < 27%e. Let E = ey Ekny- Then p(E) < 320 pi(Egp,) < €.

fn — f uniformly on X \ E.

By definition, if © ¢ Ej,,, then d(fm(z), f(z)) < 1 for all m > ny,. Therefore,
1

swp  d(fn(2), J(2) < 1
xGX\Ek’,Lk

for all m > ny and all k € N, so f, — f uniformly on X \ E = [, cn(X \ Egn,)-

COROLLARY 9.12: BOUNDED CONVERGENCE THEOREM

Let (X, B, u) be a finite measure space. Suppose f, : X — C is a sequence of measurable
functions that converges almost everywhere to a measurable function f : X — C. If there
exists M < oo such that |f,| < M a.e., then f, — f in L'(u). In particular,

fdp= lim fn dp.
/)’( n—0o0 X

PrOOF. This is a special case of the dominated convergence theorem: since u(X) < oo, the
function g(x) = M is integrable. We will give a proof using Egorov’s theorem (which importantly
does not rely on the dominated convergence theorem).

Let € > 0. By Egorov’s theorem, let E € B such that u(F) < € and f,, — f uniformly on

X \ E. Then
/an—f du=/E!fn—f! du+/X\E!fn—f| i

The first term [ |f, — f| dp can be bounded using the triangle inequality by 2M p(E) < 2Me.
The second term is bounded by
sup | fn(z) — f(z)| - p(X\ E) —— 0.
A,—/ n—oo

zeX\E
<p(X)<oo

Hence, limsup,,_, || fn — fll; < 2Me. But € > 0 was arbitrary, so f, — f in L'(u). O

Chapter Notes

Some authors prove Lusin’s theorem as a consequence of Egorov’s theorem. For example, a
special case of version I of Lusin’s theorem appears as Exercise 44 in [2, Section 2.4], with a hint
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to use Egorov’s theorem, and version II is proved using Egorov’s theorem in [2, Theorem 7.10].
The proofs provided in these lecture notes are shorter and more direct than the deduction from
Egorov’s theorem.

Exercises

9.1 Suppose f : R — R is a Lebesgue-measurable function and f(zx +y) = f(z) + f(y) for all
z,y € R.

(a) Use Lusin’s theorem to show that f is continuous at 0.
(b) Conclude that f(z) = zf(1) for every z € R.

9.2 Let X be an LCH space, and let u be a Radon measure on X. Let f: X — R be integrable.
In this exercise, you will prove the Vitali-Carathéodory theorem: for any € > 0, there exist u,v :
X — R such that u is upper semicontinuous and bounded above, v is lower semicontinuous and
bounded below, u < f < v, and [y (v —u) du <e.

(a) Justify that one can assume without loss of generality that f > 0.

(b) Show that there are measurable sets (Ey,),en and nonnegative real numbers ¢, > 0 such that

f= ZZO:I enlp,.
(¢) Find appropriate compact sets (K, )nen and open sets (Uy, )nen such that v = SV

n—1CnlKk, and
v=> ", ¢, 1y, have the desired properties for carefully chosen N € N.

9.3 Let (X, B, 1) be a finite measure space. We say that a sequence of functions (fy,)nen converges
in measure to f if for every € > 0, there exists N € N such that if n > N, then pu({|f—fn| > €}) <e.
Show that the following are equivalent:

(i) fn — f in measure

(ii) every subsequence (fn, )ken has a further subsequence ( fnkl)leN that converges to [ a.e.
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CHAPTER 10

Differentiation of Measures

1. Signed and Complex Measures

Let (X,B) be a measurable space. A signed measure is a countably additive function p :

B — [—00, 00| with u(@) = 0. A complex measure is a countably additive function u : B — C
with p(0) = 0.

REMARK. Since the value co — oo is undefined, a signed measure may only take at most one of
the values co or —oo.

The main motivation for introducing the more general notion of signed and complex measures
is that they arise quite naturally when integrating functions.

Let (X, B, 1) be a measure space.

SIGNED MEASURE. Let f : X — [—00, 00| be a measurable function, and suppose at least one
of [y fT duor [y f~ duis finite, so that [y f du can be defined as [y ft du — [y f~ dp.
Then v(E) = [ f dp is a signed measure.

COMPLEX MEASURE. If f € L!(y), then v(E) = [}, f du defines a complex measure.

Signed and complex measures retain the continuity properties of (positive) measures. Note,
however, that we may lose monotonicity and countable subadditivity.

ProrosiTiON 10.3

Let (X, B) be a measurable space, and let u be a signed or complex measure on (X, B).
(1) CONTINUITY FROM BELOW: if By C Ey C --- € B, then p (U, ey En) = limp—o0 u(En).
(2) CONTINUITY FROM ABOVE: if E1 D E» D --- € B and |u(E1)| < oo, then p ((,en En) =

limy, 00 ((Eh)-

PROOF. The proof is the same as for positive measures (see Proposition 2.15). For completeness,
we repeat the argument here to see that positivity of the measure is inconsequential.

(1) Let E} = Ey and E/, = E,,\ E,,_1 for n > 2. For convenience, we will set Ey = () so that
we also have E] = E1 \ Ey. Then

i (U E) —u (|_| E;) =3 w3 B — (1)) E) i ().

neN neN neN neN
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The step (x) uses additivity of u, and (%) comes from the telescoping of the sum.

(2) Define a new sequence A, = E1 \ E,. Then ) = A; C A3 C ..., so

N’(LJ-An> :7252#(An)

neN
by (1). But UneN A, = Ep\ ﬂneN E,, so

u@O—MOWEJ=M<LL%>zggymwzu@ﬂ—gﬁu@%

neN neN
whence we deduce that (2) holds, since |u(E1)| < oo. O

DEFINITION 10.4

Let (X, B) be a measurable space, and let u : B — [—o00,00] be a signed measure. A set
EcBis

e null if for every F € B, if FF C E, then u(F) = 0;

e positive if for every F € B, if F C E, then u(F) > 0;

e negative if for every F' € B, if F C E, then u(F) < 0.

THEOREM 10.5: HAHN DECOMPOSITION THEOREM

Let (X, B) be a measurable space, and let u : B — [—00,00] be a signed measure. There
exists a partition X = PLIN such that P, N € B, P is a positive subset, and IV is a negative
subset. Moreover, if X = P’ LI N’ is another such partition, then PAP’ = NAN' is a null
set.

DEFINITION 10.6

The ordered pair (P, N) in the conclusion of the Hahn decomposition theorem is called a
Hahn decomposition of p.

Before proving the Hahn decomposition theorem, we discuss a useful corollary. This requires
one more definition.

DEFINITION 10.7

Let p and v be positive, signed, or complex measures on a measurable space (X,B). We
say that p and v are mutually singular, denoted p L v, if there is a measurable partition
X = E U F such that E is v-null and F'is p-null.

THEOREM 10.8: JORDAN DECOMPOSITION THEOREM

Let (X, B) be a measurable space, and let u : B — [—00, 00| be a signed measure. There is
a unique decomposition g = pu* — p~ as a sum of mutually singular positive measures.

PRrROOF. Let (P,N) be a Hahn decomposition by Theorem 10.5. Define u*(E) = u(E N P)
and u~(E) = —u(E N N). Then put and p~ are mutually singular positive measures, and

p=pt—p.
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To see uniqueness, suppose 1 and po are mutually singular positive measures such that
=y — po. Write X = ALl B such that A is pg-null and B is pi-null. We claim that (A, B)
is another Hahn decomposition. Indeed, for E € B, E C A, we have p2(E) = 0, so u(E) =
p1(E) > 0. That is, A is u-positive. Similarly, for E € B, E C B, we have u(E) = —pu2(E) <0,
so B is pu-negative. Thus, by the Hahn decomposition theorem, AAP = BAN is pu-null. For
any E € B, we then have

pH(E) = wENP) = u(ENA) = (E)  and  p (E) = —p(ENN) = —u(ENB) = pa(E).

H.

DEFINITION 10.9

Let (X, B) be a measurable space, and let p : B — [—o0, o0] be a signed measure with Jordan
decomposition = u™ — p~. The measure p™ is called the positive variation of p and p~ the
negative variation of p. The sum pt + p~ is called the total variation of u and is denoted

by |-

ProrosiTioN 10.10

Let (X, B) be a measurable space, and let p : B — [—00,00] be a signed measure with total
variation |u|. Then for any E € B,

|@|(E) = inf {v(F) : v is a measure and |u(F)| < v(F) for all F' € B}

= sup{z |w(Ey)| : E = |_| En}

neN

| Proor. Exercise 10.1. O

We now turn to proving the Hahn decomposition theorem. Let us start with a criterion for a
pair (P, N) to be a Hahn decomposition.

Let A be an algebra of subsets of a set X, and let p: A — (—00, 0] be a finitely additive
function on A. Let X = PU N with P, N € A. The following are equivalent:

(i) (P,N) is a Hahn decomposition;
(ii) u(N) =infaecq pu(A).

Proor. (i) = (ii). Suppose (P, N) is a Hahn decomposition. Let A € A. Then
w(A) = p(ANP) +pu(ANN) =2 p(ANN) + p(N \ A) = pu(N).
N—— N————
>0 <0
So (ii) holds.

(ii) = (i). Suppose (ii) holds. We need to check that N is negative and P is positive.

Suppose A € Aand A C N. Then u(N) < u(N\ A) = u(N) — pu(A), so u(A) <0. Thus, N
is p-negative.

Now suppose A € A and A C P. Then pu(N) < p(N U A) = pu(N) + p(A), so u(A) > 0.
That is, P is u-positive. O

Now we can prove the Hahn decomposition theorem.
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PrROOF OF HAHN DECOMPOSITION THEOREM. We will first give a construction of a Hahn
decomposition and then show p-essential uniqueness.

STEP 1. Existence. ]

Since p assumes at most one of the values co or —oo, let us assume that p(E) > —oo for
every E € B (if not, we may work with the measure —u instead). Let a = inf{u(E) : E € B}.
By Lemma 10.11, it suffices to find a set N € B such that u(N) = a.

Let (En)nen be a sequence of measurable sets such that p(E,) — a. We are going to
replace this sequence by a better-behaving sequence from which we can extract the set IV
as a limit. The A, = A(E1,..., E,) be the algebra generated by Ei,..., E,. Since A, is a
finite collection of sets, let A, € A, such that u(A,) = min{u(A) : A € A,}. By Lemma
10.11, the pair (X \ Ay, 4,) is a Hahn decomposition for pl .4, .

By construction, the algebras (A, )necn are nested: A; C Ag C ... Therefore, Ay,..., A, €
Ap. Let N, = (gs,, Ak and NJ, = (i_,,, Ak. For each m € N, the sequence of sets (N} )p>m
decreases to N,,,. Moreover, the set N = A,, has finite measure, so by continuity from above,
w(N) = w(Np,) as n — oco. For n > m,

PN = p(N3) + p((X\ An) NN > (N7,
where we have used that N1 € A, and X \ A, is pu-positive on the algebra A,. Thus,
(Em) > p(Am) = p(Ng) > p(Npt) > p(Nm2) >
so a < pu(Npy) < p(E,,). Therefore, limy, o0 1(N,,) = a. But the sequence (Ny,)men is

increasing, so letting N = | J,,,cy N, we have p(N) = a by continuity from below.

STEP 2. Essential Uniqueness. ]

Suppose (P, N') is another Hahn decomposition. Then N'AN = P'AP = (NNP")U(N'NP).
The set N N P’ is both negative (since it is a subset of the negative set N) and positive (since
it is a subset of the positive set P’). Therefore, N N P’ is a null set, and similarly for N’ N P.

]

2. Radon—Nikodym Derivatives

Let (X, B, i) be a (positive) measure space. Let v be a signed or complex measure on (X, B).
We say that v is absolutely continuous with respect to u, denoted v < p, if every p-null set
is v-null. Two positive measures p and v are equivalent, written p ~ v, if p < v and v < p.

We have already seen the prototypical example of an absolutely continuous measure.

Let (X, B, ) be a measure space, and let f € L'(u). Then v : B — C defined by v(E) =
/ g [ du is a complex measure, and v < p.
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THEOREM 10.14: LEBESGUE DECOMPOSITION THEOREM

Let (X, B) be a measurable space. Let u,v : B — [0, 00] be two positive measures on (X, B),
and suppose v is s-finite. Then there is a unique decomposition v = v, + v as a sum of
positive measures such that v, < p and v L p.

ProOOF. We prove existence and then uniqueness.
Write v = Y7 | vy with v, (X) < 00, and define v = Y7 | 27"%' Then 7(X) < 1, and

v~ v. Let (P, N) be a Hahn decomposition for the measure oco-p—v, and define v,(E) = v(ENP)
and vs(F) =v(ENN).

Vg < U

Suppose p(E) = 0. Then since EN P is a positive set for co - yu — v, we have 0 < —v(E N P),
sovV(ENP)=0. But v <7, s0 1,(E) =v(ENP)=0.

vs L .

By construction P is a vg-null set, so it suffices to show N = X \ P is p-null. But N is
negative for co -y — v, so in particular, co- p(IN) —v(N) < 0. That is, co- u(N) < v(N) < oo.
Hence, u(N) = 0.

Now let us check uniqueness. Suppose v = « + 3 is another decomposition with o < p and
B L p. Since vg L pand S L p, we may find sets A, B € B such that u(A) = u(B) = 0 and
vs(X\A) = B(X \ B) =0. Then C = AU B is a p-null set, so v,(C) = a(C) = 0. Therefore,
for F € B,

Vo(E) =Vo(ENC)+v(E\C)=1v,(E\C)+vs(E\C)=v(E\C)

cc cx\A
and
vs(E) =vs(ENC)+vs(E\C)=vs(ENC)+ v (ENC)=v(ENC).
cx\A cc
Similarly, a(E) =v(E\ C) and S(F) =v(ENC), so a =1, and 3 = vs. O

THEOREM 10.15: RADON—NIKODYM THEOREM

Let (X, B, 1) be a o-finite measure space. Let v : B — [0,00] be a positive measure, and
suppose v < p. Then there exists a measurable function f : X — [0, co] such that

V(E)Z/Efdu

for every E € B.

Before proving the Radon—-Nikodym theorem, we make several remarks and observations. First,
the conclusion v(E) = [}, f du for every E € B is often abbreviated as dv = f dp, which is justified
by the following observation:
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ProrosiTioN 10.16

Let (X,B,u) be a measurable space, and let v : B — [0,00] be the measure defined by
V(E) = [pf dufor E € B. Then [y g dv = [y gf du for every measurable function
g: X — [0,00] and every v-integrable function g : X — C.

Proor. If ¢ = 1g for a measurable set 2 € B, then fXg dv = fX gf du by the definition
of the measure v. Thus, [y g dv = [ gf dp for nonnegative simple functions by linearity,
then for nonnegative measurable functions by the monotone convergence theorem, and then for
integrable functions by another application of linearity. O

Next, the conclusion of the Radon-Nikodym theorem holds also for signed and complex mea-

sures.

COROLLARY 10.17: RADON-NIKODYM THEOREM FOR SIGNED AND COMPLEX MEASURES

Let (X, B, i) be a o-finite measure space.

(1) If v : B — [—00,00] is a signed measure and v < g, then there exists a measurable
function f : X — [—o00, 00] such that at least one of the quantities fX fTdpor fX fdu
is finite and dv = f du.

(2) If v : B — C is a complex measure and v < p, then there exists a u-integrable function
f: X — C such that dv = f du.

PROOF. (1) Let v = v™ — v~ be the Jordan decomposition of v. Then v*, v~ < p, so there
exist measurable functions f* : X — [0,00] and f~ : X — [0, 00| such that v* = f* du and
v~ = f~ du. Taking f = fT — f~ completes the proof.

(2) Write v = 14 + i, as a combination of finite signed measures 11 and o and apply (1)
to find p-integrable functions f1, fo : X — R such that dv; = f; du. Then let f = fi +ifs. O

REMARK. We have not defined integration against signed and complex measures, so the notation
dv = f du in Corollary 10.17 is not immediately justified by Proposition 10.16. To fill in this
gap, we may define, for a signed measure v, the integral fX gdv = fX gdv™ —fX g dv~ whenever
both quantities are finite. Then decomposing a complex measure v = 11 + ivy as a combination
of signed measures, we define [ g dv = S g dvi +i / ¢ 9 dva when both quantities are finite.

Finally, the function f appearing in the conclusion of the Radon—Nikodym theorem is pu-
essentially unique. That is, if ¢ is another function satisfying dv = g du, then f = g p-a.e.
We call this p-essentially unique function the Radon—Nikodym derivative. To be precise:

DEFINITION 10.18

Let (X, B, 1) be a measure space, and let v be a positive, signed, or complex measure. If
there is a measurable function f such that dv = f du, then f is called the Radon—Nikodym
derivative of v with respect to u, denoted by g—; = f (a.e.).

Let us now turn to the proof of the Radon-Nikodym theorem.
PROOF OF RADON-NIKODYM THEOREM. We first deal with the case that y is finite.
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CASE 1. p is a finite measure. ]

We construct the function f through its level sets by considering the Hahn decomposition of
the signed measure v — ru for 7 > 0. In order to ensure measurability in the end, we will
consider only rational values of r.

For r € Q, r > 0, let (P, N,) be a Hahn decomposition of v — ru, and let f, = r -
Ip,. Define f : X — [0,00] by f = sup,eq,~0fr- Then f is measurable, and the pair
({f > ¢}, {f < ¢}) is a Hahn decomposition of v — cu for every ¢ € [0,00). Let us prove
V(E) = [ f du for every E € B.

Let t > 1, and let F}, = {t*¥ < f < t**'} for k € Z. Then F}, is positive for v — t*1 and
negative for v — t**1y. Therefore,

t‘l/ fdu<t*w(ENF,) <v(ENE) <t u(EnF) < t/ f dp.
ENFy ENFy,

Let Foo = {f = oo}. Then
/ fdu=o00-pu(ENFx).
ENFeo

Moreover, v — cu is positive on F, for every ¢ > 0, so v >o00-puon Fy. On the other hand,
v < i, so v < oo-pu. Hence, fEnF fdu=v(ENFy). Now, summing over k € Z U {0},

t‘l/fdu<y <t/fdp

Letting t — 1, we conclude v(E) = [, g [ dp by the squeeze theorem.

Now we prove the general case.

CASE 2. p is o-finite. ]

Let X = U,eny Xn with p(X,) < co. We may assume that the sets (X, )n,en are pairwise
disjoint. By Case 1, there are measurable functions f, : X,, — [0,00] such that v(E) =
Jg fn dufor E € B, E C X,,. We then define f(z) = fy(z) if € X,,.

]

Using the Radon—Nikodym theorem, we can give an additional property that make the class of
s-finite measures quite natural.

ProrosiTioN 10.19

Let (X, B, i) be a measure space. The following are equivalent:
(i) p is s-finite;
(ii) there exists a finite measure v such that u ~ v;

(iii) there exists a o-finite measure v such that pu < v.

PrOOF. Problem 10 in the exam study guide. U

The Lebesgue decomposition theorem and Radon—Nikodym theorem are often combined into a
single theorem, the Lebesgue-Radon—Nikodym theorem, which can be stated as follows.
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COROLLARY 10.20: LEBESGUE-RADON—NIKODYM THEOREM

Let (X, B) be a measurable space. Let u,v : B — [0, 00| be measures on (X, B). Suppose pu is
o-finite and v is s-finite. Then there is a unique singular measure v5 1 © and a p-essentially
unique measurable function f : X — [0, co] such that

/fdu+1/s E)

for every E € B.

3. Complex Borel Measures on R and their Derivatives

Suppose p is a Lebesgue—Stieltjes measure on R. We say that u is absolutely continuous (re-
spectively, singular) if it is absolutely continuous (resp., singular) with respect to the Lebesgue
measure A. Given the distribution function F},, how can we determine the Lebesgue decomposition

= pq + ps into absolutely continuous and singular measures? And if y < A, how does the
Radon—Nikodym derivative fl—‘; relate to F),?

Before answering these questions, we slightly expand the objects under consideration. If y :
Borel(R) — R is a finite signed measure, then we can write y = u™ — p~ and the distribution
function for p will be a difference of increasing right-continuous functions F, = F,+ — F,,-. How
can such functions be characterized? Inspired by the second expression for the total variation
measure in Proposition 10.10, we make the following definition:

DEFINITION 10.21

Let f : R — C. The total variation of f is the function
n—1
Ty(x) = sup Z]f(:cj+1) — flzj):neN,—co<zp<z1 < <ap <z
j=0

We say that f is of bounded variation if Var(f) = sup,eg Tr(x) < oo.

NoTATION. We denote the class of functions of bounded variation by BV(R).

We make a few observations. If f € BV(R) is real-valued, then Ty (b) — Ty(a) > |f(b) — f(a)l,
so Ty % f is an increasing function. We can thus write f = %(Tf +f)— %(Tf — f) as a difference of
increasing bounded functions. On the other hand, if f; and f, are bounded and increasing, then
Tyt < f1+ f2, 80 Ty, is of bounded variation. Thus, we have the following characterization
of when a function can be expressed as a difference of increasing bounded functions.

ProrosIiTION 10.22

A function f: R — R can be expressed as f = f1 — fy with fi, fo bounded and increasing if
and only if f € BV(R).

We can combine this observation with the Hahn decomposition theorem and the classification
of positive Borel measures on R to characterize complex Borel measures on R. Define the class of
“normalized” functions of bounded variation by

T—r—00

NBV(R) = {F € BV(R) : F is right continuous and lim F(z) = 0} .
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Let F' € NBV(R). Then there is a unique complex Borel measure pp : Borel(R) — C such
that F'(x) = p((—oo, x]) for every = € R. Moreover, the total variation of up is the measure

lur| = pre.

REMARK. When we defined Lebesgue—Stieltjes measures, we used distribution functions normal-
ized to have F'(0) = 0. The reason for making such a choice was that the distribution function
for a Lebesgue—Stieltjes measure may be unbounded; in particular, if i is a Lebesgue—Stieltjes
measure, it is possible that u((—oo,z]) = oo for every z € R. By contrast, complex measures
take only finite values, so it is possible to take the (more convenient) normalization F'(—oo) = 0.
This is also the standard practice in probability theory, where the function F'(z) = p((—o0, z])
is called the cumulative distribution function of u.

A deep theorem in analysis that we will not have time to cover in this course is the Lebesgue
differentiation theorem, which states the following.

THEOREM 10.24: LEBESGUE DIFFERENTIATION THEOREM

Let u,v : Borel(R) — [0, o] be locally finite Borel measures. Then the limit
(@ =bz+d)
5—0t p ((z — 6,2 + 9))
exists for p-a.e. x € R. Moreover, if v = v, + v; is the Lebesgue decomposition of v with

dvg

respect to pu, then the limit is equal p-a.e. to the Radon—Nikodym derivative i

REMARK. The term “Lebesgue differentiation theorem” is sometimes used to refer to the fol-
lowing special case (corresponding to = X and dv = f d\). If f € L'(R), then for a.e. z € R,

limg_or [71) f(2) dt = f().

This leads to the following description of the Lebesgue decomposition of a complex Borel mea-
sure on R.

Let FF € NBV(R). Then F is differentiable a.e. (with respect to the Lebesgue measure \).
Moreover, if up = pg + ps is the Lebesgue decomposition of pup with respect to A, then

F' = df; a.e.

If 41 is absolutely continuous, then we may write Fj(z) = [ %(t) dt = [*__F'(t) dt. In
Exercise 3.5, you showed the following property: for any € > 0, there exists § > 0 such that if
E € Borel(R) and A\(E) < 4, then |u|(E) = [ |F'(t)| dt < e. Inspired by this characterization, we
define absolute continuity of functions.

A function F' : R — C is absolutely continuous if for every € > 0, there exists § > 0 with
the following property: if a < by < az < by < --- < a, < b, and Y ;- ,(b; — a;) < 4, then
> i1 |[F(bi) — F(a)| <e.

We then have the following theorem.
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THEOREM 10.27: FUNDAMENTAL THEOREM OF CALCULUS FOR THE LEBESGUE INTEGRAL

(1) Suppose F' : R — C is absolutely continuous. Then F' is differentiable a.e. and F'(b) —
F(a) = ff F'(z) dx for every a,b € R.

(2) If f € LY(R), then the function F(z) = [*_ f(¢t) dt is absolutely continuous, and F'(z) =
f(x) ae.

4. The Dual of L?

As another application of the Radon—Nikodym theorem, we will show that LP and LY are dual
for conjugate exponents p, q € (1, 00).

THEOREM 10.28: RiESZ—FRECHET THEOREM

Let (X, B, i) be a measure space. Let p,q € (1,00) with %4—% = 1. For g € L%(u), define

@g : LP(1u) = C by @4(f) = [y fg dp. Then the map g — ¢4 is an isometric isomorphism
between L9(u) and LP(u)*.

Proor. By Hélder’s inequality, || fgll, < || f[l, llgll,; so fg is an integrable function for f € LP(u)
and g € L(p). Therefore, ¢, is a well-defined map for g € L9(pn). Linearity of ¢, follows
immediately from linearity of the integral. Moreover, the bound from Hélder’s inequality shows
that ||gog||Lp(M)* < |lgll, < oo, so g is continuous by Exercise 8.2. In fact, ||g]|, = ||gogHLp(u)* by
Exercise 8.5, so g — ¢4 is an isometric embedding of L9(u) into LP(u)*. It remains to check
that this map is surjective. Let ¢ € LP(u)*. We want to find a function g € L9(u) such that
@ = 4. We break the proof into intermediate cases.

CAsE 1. p is finite.

In this case, 1 € LP(u) for every E € B, so we may define a function v : B — C by
V(E) = p(15).

v is a complex measure.

First, v(0) = ¢(1p) = ¢(0) = 0. Next, suppose (E,)nen is a sequence of disjoint measur-
able sets, and let E' = | |,y Ey. By linearity and continuity of ¢, it suffices to show that
SN g, — 1pin LP(u) as N — co. But

n=1
N 00
1g — Z 1g, Z lg,
n=1

n=N-+1
by continuity of y from above.

o] 1/p
= =u( L] EQ o U

n=N+1

p P

By construction, v < u, so by the Radon-Nikodym theorem, there is a p-essentially
unique measurable function g : X — C such that dv = g du.
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CLAIM 2. ¢ = ¢4 on the space S of simple functions.

Let s=3"_cjlp; €S. Then

n

(s) =D cio(lp) =) cv(Ej) =) ¢ dp = | sg dp = py(s).
” ;S@E; Z/E‘gu/Xguw

j=1 J

CLAIM 3. ¢ = g on L>®(u).

|

(Note that L>°(u) C LP(u) since p is a finite measure; see Exercise 8.6(a).) Given f €
L*>°(u), we may find a bounded sequence of simple functions (s, )nen such that |s,| < |f]
and s, — f a.e. by Proposition 3.7. Then by the bounded convergence theorem, s, — f
in LP(p), so o(f) = limy, 00 ¢(8p). Similarly, s,g — fg a.e., and |sng| < |fg] € L' (u), so
by the dominated convergence theorem, ¢g(f) = limy 00 @g(sn). By Claim 2, it follows
that o(f) = ¢g(f).

CLAIM 4. g € Li(p).

For n € N, let E,, = {|g| < n}, and let g,, = gl g, so that |g,| < |g|] and g, — g a.e. By
the dominated convergence theorem, it follows that g, — g in L'(u). If g = 0 a.e., then
g € L(p), so assume g # 0. Then g, # 0 for large n; in particular, |gn||, > 0. Since y is
finite and g, is bounded, we also have ||g,||, < oo.

Let f, = %’Tﬁ so that fn,g = fugn = %. Then [y fug dp = l|gnll,- Moreover,
nilg nllg

1 1
| fal? dp = —/ |gn P47 dp = / lgn|9 dp = 1.
/x lgnlP@ Y Jx lgnllg Jx

Therefore, by Fatou’s lemma and claim 3,

S o )
loll, < timin L |, = limint [ fug di =timinf (7)< el < -

By Claim 4, the functional ¢, is defined on all of L” ().

|

CLAIM 5. ¢ = g on LP(u)

|

Both ¢ and ¢, are continuous linear functionals on LP(x), and they agree on the dense
set S, so they must be equal.

Claims 4 and 5 together complete the proof in the finite case.

CASE 2. p is o-finite.
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Write X as an increasing union X = J,,cy Xn of measurable sets X, € B with u(X,) < co.
We may identify LP(u|x, ) with the subspace of LP(u) of functions that vanish outside of X,.
Using Case 1, let g, € L9(p|x,, ) be the representative of ¢|rs(,y, )- By uniqueness of g,, we
must have g, = g, a.e. on X, for n > m. Therefore, g = lim,_,~ gp, is defined a.e. on X
and [|gll, = limp—oc [lgnlly < 1l zp(u)« < 00. By the dominated convergence theorem and
continuity of ¢, we conclude that ¢ = ¢,.

CASE 3. p is an arbitrary (positive) measure. ]

Let F be the family of o-finite subsets of X. For each F' € F, we may use Case 2 to find
gr € L9(p|p) representing the functional ¢[rs (). Let M = suppcr lgrlly < 1@l 1oy« < oo
Let (Fn)nen be a sequence in F such that |[gp, ||, = M. Let F = J,cy Fn, and let g = gp.

Then |\gll, > llgr, ||, for every n € N, so [|g]|, = M.
Suppose A € F and A D F. Then

/ 19l dji = M7 > / 1gal7 dy = / gavrl? dyi+ / 919 dp,
X X X X

so ga\r = 0 a.e. and g4 = g a.e.
We claim ¢ = ¢g4. Let f € LP(u). By Chebyshev’s inequality (see Problem 6 on the exam

study guide),
1
w({in=2}) <o [ dn <o
n X
so{f #0} € F. Let A =FU{f # 0} € F. Since f vanishes outside of A, we have

@(f) = @ga(f). Moreover, ga = g a.e., 50 g, (f) = @4(f)-

neN

O

REMARK. Under the additional assumption that u is o-finite, the Riesz—Fréchet theorem holds
also for p = 1 and ¢ = oo by essentially the same argument presented above. (The only step
requiring some modification is the proof of Claim 4.)

However, outside of extremely limited cases (such as counting measure on a finite set), the
dual space L®(u)* is much larger than L'(u). Providing a useful description of L (u)* requires
the development of additional tools from functional analysis that will not be addressed in these
notes.

COROLLARY 10.29

Let (X, B, 1) be a measure space. If ¢ : L?(u) — C is a continuous linear functional, then
there exists a unique g € L?(u) such that o(f) = (f, g) for every f € L?(p).

REMARK. Corollary 10.29 can be proved using different techniques from functional analysis. It
is a general fact of Hilbert spaces that every continuous linear functional on a Hilbert space can
be represented as the inner product with an element of the Hilbert space. This is known as the
Riesz representation theorem (not to be confused with the other Riesz representation theorem
covered in Theorem 6.6 in these notes).

5. The Riesz Representation Theorem, Revisited

Let X be an LCH space. The Riesz representation theorem established a one-to-one correspon-
dence between positive linear functionals on C.(X) and Radon measures on X. One may guess
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that dropping the assumption of positivity on the linear functional corresponds to dropping the
assumption of positivity on the measures. What we now want to show is that such a statement is
true: the dual of C.(X) is a space of complex measures.

First we need some preliminaries. The space C.(X) is not complete in general, so when working
with continuous linear functionals, it is more natural to work with its completion.

DEFINITION 10.30

Let X be an LCH space. We say that a function f : X — C vanishes at infinity if for every
e > 0, there exists a compact set K such that sup,¢x |f(2)| < e. We denote by Co(X) the
space of continuous functions on X that vanish at infinity.

The next proposition shows that the dual space C.(X)* is the same as the dual space Cp(X)*.

ProrosiTioN 10.31

Let X be an LCH space. Then Cy(X) is a Banach space with the norm | f||,, = sup,cx |f(2)]
and C.(X) is dense in Cp(X). In particular, if ¢ : Co(X) is a continuous linear functional,
then ¢ has a unique extension to a continuous linear functional ¢ : Cy(X) — C.

PROOF. Let us first show that Cp(X) is complete and then show that C.(X) is a dense subspace.

Cp(X) is complete.

Let (fn)nen be a Cauchy sequence in Cp(X). Then for each z € X, since |fp(x) — fin(x)] <
| fn — fmll,, the sequence (fn(x))nen is Cauchy. We may therefore define a limit pointwise
by f(x) = limy e fn(z).

Let £ > 0. Then choose N € N so that |f,(z) — fm(x)| < € for every n,m > N and every
x € X. Then for every z € X and every n > N, |fn(x) — f(2)| < sup,,sy |[fu(x) — fm(2)| <
e. Hence, f, — f uniformly. The uniform limit of continuous functions is continuous, so
f X — C is continuous.

It remains to check that f vanishes at infinity. Let € > 0. Let n € N such that || f, — f]|,, <
5, and let K C X be a compact set such that sup,¢x |fn(2)| < 5. Then sup,¢f |f(z)| <,
so f € Co(X).

Cc(X) is dense in Cp(X).

Let f € Co(X), and let € > 0. Let K be a compact set such that sup,¢x [f(z)| < e. By
Urysohn’s lemma, let g € C.(X) with K < g. Then supp (fg) C supp(g), so fg € Cc(X).
Morcover, |fg| < |f], and fg = f on K. Thus, |[fg — fll, = supyex (|f (@)g(@)] — [F()]) <
sup,¢rc | f(7)| <e.

0

Now we need to find the appropriate space of measures to replace positive Radon measures.
Note that if a positive linear functional is continuous (bounded) on C.(X), then it is represented
by a finite measure, which guarantees regularity (Radon measures are inner regular on all (o-)finite
sets by Proposition 9.4). So the natural guess for the dual space of Cy(X) is the space of regular
complex measures, but what does “regular” mean in this context? To answer this question, we
associate to each complex measure a positive measure capturing some of its behavior.
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DEFINITION 10.32

Let (X,B) be a measurable space, and let p : B — C be a complex measure. The total
variation of p is the measure |u| defined by

|u|(E) = sup {Z w(En)|: E= || En}
n=1

neN
for E € B. The total variation norm of p is the quantity ||u|lpy = |p/(X).

The definition of the total variation of a complex measure is motivated by Proposition 10.10.
For more on the total variation measure, see Exercise 10.3.

ProrosiTioN 10.33

Let (X, B) be a measurable space, and let M(X, B) be the space of complex measures on
(X, B). Then ||-|| is a norm on M(X, B).

PrOOF. We need to check three properties.

|||y is absolutely homogeneous.

For € M(X,B) and c € C,

oo
leullpy =sup § D lew(En)| - X = || En p = lel Ipllpy -

n=1 eN
lel|w(En)] "

|||y satisfies the triangle inequality.

Let p,v € M(X,B). Then

oo
it vy =sup 4 3 [p(En) +v(En)| : X = | | B¢ < lttllpy + [Vligy -

N eN
<|u(En)|+|v(En) "

n=1

H'”Tv is positive definite.

Suppose p € M(X,B) and ||p||p, = 0. Then > 77 [u(Ey)| = 0 for every X = | |,y En- In
particular, given E € B, we put £} = E, Fs = X \ E, and E3 = E4 = --- = () to conclude
that [u(E)| + |w(X \ E)| = 0. Hence, u = 0.

O

DEFINITION 10.34

Let X be an LCH space. A complex measure u : Borel(X) — C is regular if its total variation
|| is regular.

112



We now have all of the relevant definitions in order to state a version of the Riesz representation
theorem relating continuous linear functionals to complex measures.

THEOREM 10.35: R1ESZ REPRESENTATION THEOREM (COMPLEX MEASURES)

Let X be an LCH space. Then Cy(X)* is isometrically isomorphic to the space of complex
regular Borel measure on X with the total variation norm. That is, for any continuous linear
functional ¢ : Cyp(X) — C, there is a unique complex regular Borel measure p on X such
that

p(f) = /Xf dp
for every f € Co(X), and |||y (x)+ = l&llpy-

PRrROOF. Let Cy(X,R) C Cp(X) be the space of real-valued continuous functions on X that vanish
at infinity. Note that every element f € Cy(X) can be written as f1 +1ife with fi1, fo € Co(X,R),
and o(f) = ¢(f1) +ie(f2), so ¢ is determined by its values on Cy(X,R). Let ¢1, @2 € Co(X)*
such that ¢;(f) € R for every f € Co(X,R) and ¢ = 1 + iws. (We define ¢1 by Re(¢) on
Co(X,R) and extend to Co(X) by linearity and similarly for ¢2.) We want to prove a Jordan
decomposition for ¢ and @9 to be able to apply the Riesz representation theorem for positive
linear functionals.

If ¢ : Cop(X,R) — R is a bounded linear functional, then there exist positive
bounded linear functionals 9" and 1~ such that ¢ = ¢ — .

For f € Cy(X,R), f > 0, define

U (f) =sup{¥(g) : g € Co(X,R),0< g < f}.
Note that 0 = 1(0) < ¢ (f) < supocyes [6(0)] < [¥lloyxmye | llu. We need to show that
17T is linear, which will be similar to our proof of linearity of the integral.

For ¢ > 0, we have ¢y (cf) = ¢y (f), since v is linear. Let f1, fo € Co(X,R), f1, fo > 0. If
0<g1 < frand 0 < go < fo, then 0 < g1+g2 < fi+ fa, so T (fi+f2) > T (f1)+¢T(f2). On
the other hand, given 0 < g < f; + f2, we may set g1 = min{g, f1} and g2 = g—¢1 so that 0 <
9j < fjand ¥(g) = ¥(g1) +¥(g2) < ¥F(f1) +¥7(f2). Hence, v (f1+ fo) < ¢ (f1) +¥7(f2).
This shows that ¢ extends to a linear functional on Co(X,R) by ¥t (f) =+ (fT) =t (f7).
Moreover, for f € Cy(X,R),

NI =W () =T <o (D) + () =D < 1llepxmyr 1L

so ¢t € Co(X,R)*.
Let v~ = ¢t —1¢ € Co(X,R)*. Suppose f > 0. Then " (f) > (f), so ¥~ (f) > 0. That
is, ¥~ is a positive bounded linear functional.

By Claim 1, we may decompose ¢; = gojr — @5 for j € {1,2}. By the Riesz representation
theorem, there is a finite regular Borel measure ,u,;-t such that (p;t( = Jxf du;-t for every
f € Ce(X) and hence for every f € Co(X) by continuity. Define p = pf — puy +i(pg — py).
Then p is a complex regular Borel measure on X and o(f) = [ [ dp.

el gy = H‘PHCO(X)*-

113



Let f € Cp(X) with ||f||,, < 1. Then

\—‘/fdu‘ ]/f s |\ J 151l < 116 = il

where we have used that ‘d| |) = 1|ul-a.e. (see Exercise 10.3). Therefore, ||¢l o x)« < [lelly-

Let ¢ > 0. Let g = dIZI' Note that |g| = 1 |u|-a.e. By Lusin’s theorem (Theorem 9.9),

there is a continuous function f € C.(X) such that |u|({f # g}) < § and || f||, < 1. Thus,

lelcocnr 2 oI = || fdu‘z‘ [ 15 dlul’Zlul({fZg})—lul({f#g})>IIMIITV—é‘-

It remains to check the uniqueness part of the theorem.

If 41 and v are complex regular Borel measures on X and | [ du = / x [ dv
for every f € Cy(X), then pu = v.

Let p = p—v. Then [ f dp =0 for every f € Cy(X), so by Claim 2, ||p||;, = 0. Thus,
p = 0 by Proposition 10.33.

O

Chapter Notes

The presentation of material in this chapter is heavily influenced by the book of Folland [2].
The first 3 sections correspond to material from [2, Chapter 3|, section 4 to [2, Section 6.2], and
the final section to [2, Section 7.3]. The largest point of departure from [2] is the proofs of the
Hahn decomposition theorem and the Radon—Nikodym theorem. The construction of the Hahn
decomposition provided in these notes uses the original argument of Hahn, which, for reasons still
somewhat mysterious to me, has largely been displaced by other proofs in the most commonly used
measure theory texts. It is also quite common for the Lebesgue decomposition and Radon—-Nikodym
theorem to be proved simultaneously (as in different arguments presented in [2] and [7, 9]); this
can provide a slick and clever proof, but the end result is to reveal the existence of a Radon—
Nikodym derivative without much indication of what that derivative looks like. This is in contrast
with the proof presented in these notes, which builds the Radon—-Nikodym derivative explicitly
through level sets using the Hahn decomposition theorem. I learned of Hahn’s proof of the Hahn
decomposition theorem, the level set construction of the Radon—Nikodym derivative, and the role
of s-finite measures in the whole theory from one of my graduate school professors, Neil Falkner.
Additional historical comments and sketches of many of the proofs from this chapter appear in one
of his articles [1].

Exercises

10.1 Prove Proposition 10.10.

10.2 Let (X, B) be a measurable space.
(a) Let pu,v,p: B — [0,00] be o-finite measures, and suppose p < v < u. Prove the “chain rule”

dp _dpdv
dp  dv du
(b) Suppose pu,v are finite (positive) measures on (X, B), and p ~ v. Show that the Radon—
Nikodym derivative f = satlsﬁes 0 < f < oo pae., and ” = % v-a.e.
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10.3 Let (X, B) be a measurable space.

(a) Let p : B — [—00,00] be a signed measure, and let |u| be the total variation measure. Show
that p < || and describe the Radon—Nikodym derivative %.

(b) Suppose p: B — C is a complex measure. Define the total variation measure |u| by

|u|(E) = sup {Z (B E = | | En}
n=1

neN

for £ € B. Suppose v is a o-finite positive measure on (X, 3) such that y < v. (For example,
applying the Jordan decomposition theorem to the real and imaginary parts of p and writing
= v1—va+i(v3—1y) as a combination of positive finite measures, one can take v = Z?:l vj.)

Prove that |u| is a measure and ‘;—“
17

function 6 : X — [0,1) such that %(:p) = 2™0@) for |ul-ae. z € X.

10.4 Let (X, B) be a measurable space, and suppose v, i are positive measures on (X, B) such that
dv =g du. Let p,q € (1,00) be conjugate exponents. Prove that if g € LP(u), then

v(4) < |lgll, p(4)"/.

dlp| _
dv

a.e. Conclude that there exists a measurable
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